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Selective entrainment of neural thythms by neural stimulation

The invention relates to entrainment of neural rhythms by neural stimulation.

In humans and animals, neural rhythms can be entrained non-invasively using
periodic stimuli such as auditory stimulation, visual stimulation, or transcranial
stimulation. Animal studies demonstrate that transcranial electrical stimulation can reliably
entrain individual cortical neurons [13, 14], and can even entrain neurons in the
hippocampus and the basal ganglia [15]. Additionally, rhythmic sensory stimulation in
humans provides evidence for entrainment over the superposition of evoked responses [4,
2]. Deep brain stimulation (DBS), which invasively delivers electrical stimulation to deep
targets in the brain, was also shown to entrain basal ganglia neurons in humans [16].

In line with this evidence and to develop new brain stimulation therapies for
neurological disorders associated with neural rhythms, entraining neural rhythms has been
suggested as a therapeutic mechanism to restore neurotypical behavior. Entraining
individual alpha rhythms (8-12 Hz) using transcranial stimulation shows promise in
patients with depression [17, 11] and chronic pain [18]. Gamma frequency (30-100 Hz)
entrainment attenuates pathology associated with Alzheimer’s disease and improves
hippocampal function in mice [19, 20], and may favorably influence cognitive function as
well as biomarkers of Alzheimer’s-disease-associated degeneration in humans [21]. In
patients with Parkinson’s disease (PD), low-frequency switching of DBS between
hemispheres entrains stepping, and could in principle be used to ameliorate gait
impairment [23]. Transcranial alternating current stimulation at gamma frequency
improves movement velocity in PD patients [23], likely by entraining the prokinetic
gamma rhythm.

While brain stimulation therapies such as DBS for Parkinson’s disease can be
effective, they have yet to reach their full potential across neurological disorders.
Similarly, entraining neural rhythms using rhythmic brain stimulation has been suggested
as a new therapeutic mechanism to restore neurotypical behavior in conditions such as
chronic pain, depression, and Alzheimer’s disease.

However, theoretical and experimental evidence indicate that neural rhythms far
from the stimulation frequency can also be inadvertently entrained by periodic brain
stimulation, which, crucially, may lead to harmful effects. In patients with PD, finely-tuned
gamma oscillations [24] can be entrained at half the frequency of DBS, which may be
linked to debilitating involuntary movements known as dyskinesia [25-27]. In a study

involving a canine with epilepsy, the frequency of DBS was chosen to avoid sub-harmonic
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entrainment of rhythms associated with epileptic seizures [28]. Furthermore, sensory
stimulation using visual flashes at 10 Hz can lead to super-harmonic entrainment [3], and
was also reported to cause undesirable side effects as highlighted in a recent commentary
[29]. Crucially, these counterintuitive effects can be harmful to patients, for example by
triggering debilitating involuntary movements in Parkinson’s disease, and thereby limit the
efficacy of the therapy.

According to a first aspect of the invention there is provided a stimulation device
for selective entrainment of a target neural rhythm of a subject, the stimulation device
comprising a stimulation circuit arranged to generate a stimulation signal that is periodic
and has stimulation periods that are dithered with an average period corresponding to an
entrainment frequency of the target neural rhythm.

By dithering the stimulation periods in this manner, it has been shown that neural
stimulation using the stimulation signal is capable of causing entrainment of the target
neural rhythm at the entrainment frequency, while minimising entrainment of other neural
rhythms at integer ratios of the entrainment frequency, in particular neural rhythms that
have been identified as pathological. This provides for selective entrainment of the target
neural thythm.

As discussed in further detail below, the basis for this is as follows.

Due to the dithering, the stimulation signal remains periodic but the stimulation
period varies instead of being constant (so the term “periodic” as used herein refers to the
repeating nature of the stimulation signal, and does not imply a constant stimulation
period). As the average period corresponds to an entrainment frequency of the target neural
thythm, the target neural rhythm is entrained, but the dithering minimises entrainment of
other neural rhythms.

Synchronisation theory predicts that neural rhythms that are close to sub-harmonics
and super-harmonics of the entrainment frequency of the target neural thythm may be
entrained by stimulation [30]. In neural networks, the possibility of sub- and super-
harmonic entrainment has been corroborated by computational models [31-35, 27]. The
frequency locking behaviour of a rhythm to external stimulation is characterised by its
rotation number, which corresponds to the average number of cycles achieved by the
thythm between two periodic stimulation pulses. When the rotation number is rational, i.e
of the form p:q with p and q coprime integers, the rhythm is entrained by stimulation.
Synchronisation regions in the stimulation frequency/amplitude space form characteristic

patterns called Arnold tongues [36]. Arnold tongues at all possible integer ratios are
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predicted for non-linear systems close to Hopf bifurcations [37]. However, among higher-
order entrainment ratios (p:q with p > 1 and g > 1), only the most stable ones (low p and
q) are likely to be observed in real neural systems. In keeping with this, experimental
evidence of higher-order entrainment to brain stimulation is so far limited to the most
stables higher-order ratios such as 1:2, 2:1, 3:1, and 4:1 [3, 38, 25, 26].

The target neural rhythm may be a neural rhythm for treatment of a neurological
disorder. The present techniques may be applied to treat a broad range of neurological
disorders. Such disorders include epilepsy, Parkinson’s disease, multiple system atrophy,
chronic pain, depression, dementia, and Alzheimer’s disease, but these examples are not
limitative and the applicability of techniques extends to any neurological disorder where
there is an associated neural rhythm to entrain and pathological rthythms that should not be
entrained. Such neural rhythms can occur across many timescales, and potentially impact
circadian rhythms as well.

The target neural rthythm occurs in the nervous system of the subject. Often the
target neural rhythm may occur in the brain of the subject, in which case it may be referred
to as a brain thythm. However, in general the target neural thythm may occur in any part of
the nervous system, as similar principles apply. As discussed below, when using the
device, the neural rhythm may be monitored, but this is not essential.

In use of the device in neural stimulation, the neural stimulation signal is applied to the
nervous system of the subject. Often, the neural stimulation signal may be applied to the
brain of the subject, but in general the neural stimulation signal may be applied to any part
of the nervous system, as similar principles apply. The neural stimulation signal may be
applied to a part of the nervous system of the subject associated with the target neural
rhythm, which may be the same or different physical location within the nervous system of
the subject.  The present techniques can be applied to any type of neural stimulation, the
stimulation transducer being chosen accordingly. Some examples are as follows.

The present techniques have particular applicability to electromagnetic stimulation.

One example of electromagnetic stimulation is electrical stimulation, in which case
the stimulation transducer may be an electrode. Examples of electrical stimulation include
DBS, e.g. using electrodes implanted in the nervous system, and transcranial electrical
stimulation, e.g. using electrodes that are located externally of the subject or implanted
subdurally.

Another example of electromagnetic stimulation is magnetic stimulation, in which

case the stimulation transducer may be a coil. Examples of magnetic stimulation include
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transcranial magnetic stimulation, e.g. using external coils.

Other types of neural stimulation include acoustic stimulation, in which case the
stimulation transducer may be an acoustic transducer, or optical stimulation, in which case
the stimulation transducer may be an optical transducer.

Typically, the stimulation signal may comprises stimulation pulses.

In use of the stimulation device, the stimulation signal may be applied by a
stimulation transducer. Thus, the stimulation device may further comprise a stimulation
transducer arranged to receive the stimulation signal for applying the stimulation signal to
the nervous system of the subject, or the stimulation device may be connected to such a
stimulation transducer.

The nature of the dithering used to achieve the selective entrainment may be as
follows.

The stimulation periods may be dithered by toggling between a predetermined set
of stimulation periods. This simplifies the construction of the stimulation circuit as only a
discrete number of stimulation periods need to be implemented.

To implement the random selection mentioned above, the stimulation periods may
be randomly selected from the predetermined set of stimulation periods, which may
average to a uniform distribution of each of the stimulation periods in the set in the case
that the stimulation periods of the predetermined set are equally spaced and of equal
probability. This is referred to herein as “random cycling” of the stimulation periods,
although noting there is not a regular cycle.

The stimulation periods may be dithered with stimulation periods that have lengths
varying in a predetermined cycle. This is referred to herein as “deterministic cycling” of
the stimulation periods.

In one option, the predetermined cycle may comprise different lengths in each
period of the stimulation signal. This is referred to herein as “fast deterministic cycling” of
the stimulation periods.

In another option, the predetermined cycle comprises the same length in
consecutive groups of periods. This is referred to herein as “slow deterministic cycling” of
the stimulation periods.

In a different approach, the stimulation periods may be dithered with stimulation
periods that are randomly selected from a predetermined distribution of stimulation
periods. As an example of this, this may be implemented by adding white noise to a

stimulation period corresponding to the entrainment frequency of the target neural rthythm,
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which effectively corresponds to a normal distribution of stimulation periods.

In general, various forms of distributions of stimulation periods may be used.

The parameters of the distribution of stimulation periods may be selected to provide
the selective entrainment.

In one type of example, the stimulation periods may be dithered with a distribution
of stimulation periods that is symmetric, for example a uniform distribution (i.e. a
rectangular distribution) or a non-uniform distribution, for example a normal distribution
or a triangular distribution.

In another type of example, the stimulation periods may be dithered with a
distribution of stimulation periods that is asymmetric. In this case, the distribution may
have a value of Fisher’s moment coefficient of skewness that is 0.2 or less.

The size of the distribution as represented by its standard deviation may similarly
be selected to provide the selective entrainment.

In an example applicable to any form of distribution, the distribution may have a
standard deviation of 0.5¢Tavg or less, preferably V(1/12) sTavg or less, or more preferably
0.2eTavg or less, where Tavg is the average length of the periods in the distribution.

In another example applicable to a uniform distribution, the distribution may have
values in a range from 0.5.Tavg to 1.5Tavg, where Tavg is the average length of the
periods in the distribution (which corresponds to standard deviation of \(1/12) *Tavg or
less).

The amplitude of the stimulation signal and/or one or more parameters of the
dithering of the stimulation periods of the stimulation signal are selected to obtain
entrainment of the target neural rthythm at a target level while maintaining entrainment of
the other neural rhythms below a predetermined limit. This may be selected in advance of
operating the stimulation device.

To allow calibration in use, the device may further comprise a control circuit
arranged to receive a feedback signal representing measurements from the subject and to
adjust the stimulation signal in response to the electrophysiological signal. Such a control
circuit may be arranged to adjust the stimulation signal to obtain entrainment of the target
neural rhythm at a target level while maintaining entrainment of the other neural rhythms
below a predetermined limit.

In some cases, the feedback signal may be an electrophysiological signal
representing neural rhythms of the subject. In this case, the electrophysiological signal may

be any electrophysiological signal representing neural rhythms of the subject and in use
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may be measured by a monitor transducer. Thus, the device may further comprise a
monitor transducer arranged to measure the electrophysiological signal representing neural
rhythms of the subject, or the stimulation device may be connected to such a monitor
transducer.

For example, the electrophysiological signal may be a local field potential signal, in
which case the monitor transducer may be electrodes implanted within the nervous system,
or an electroencephalography (EEG) signal, in which case the monitor transducer may be
electrodes that are located externally of the subject or implanted subdurally.

More generally, the feedback signal may represent other types of measurements of
the subject, for example being measurements from a motion sensor or a pulse monitor.

The feedback signal may be a combinations of different types of measurement.

The adjustment of the stimulation signal may be adjustment of an amplitude of the
stimulation signal and/or one or more parameters of the dithering of the stimulation periods
of the stimulation signal.

The one or more parameters of the dithering of the stimulation periods of the
stimulation signal may include the standard deviation of the distribution of the stimulation
periods.

According to a second aspect of the present invention, there is provided a method
of operating a neural stimulation device for selective entrainment of a target neural rhythm
of a subject, the method comprising causing a stimulation circuit to generate a stimulation
signal that is periodic and has stimulation periods that are dithered with an average period
corresponding to an entrainment frequency of the target neural rhythm such that neural
stimulation using the stimulation signal is capable of causing entrainment of the target
neural thythm at the entrainment frequency and minimising entrainment of other neural
rhythms at integer ratios of the entrainment frequency.

Thus, the second aspect of the invention is a method corresponding to operation of
the stimulation device in accordance with the first aspect of the present invention, and so
provides the same advantages, as set out above. Similarly, the optional features of the first
aspect of the invention set out above may also be applied to the second aspect of the
present invention.

The method may further comprise: receiving a feedback signal representing
measurements from the subject; and adjusting the stimulation signal in response to the
feedback signal, for example to obtain entrainment of the target neural rhythm at a target

level while maintaining entrainment of the other neural rhythms below a predetermined
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limit. The adjustment of the stimulation signal may be adjustment of an amplitude of the
stimulation signal and/or one or more parameters of the dithering of the stimulation periods
of the stimulation signal, for example including the standard deviation of the distribution of
the stimulation periods.

According to a third aspect of the present invention, there is provided a method of
treatment of a neurological disorder of a subject, the method comprising: selecting a target
neural rhythm for treatment of the neurological disorder; performing a method of operating
a stimulation device according to the second aspect of the invention for entrainment of the
target neural rhythm; and applying the stimulation signal to the nervous system of the
subject.

Thus, the third aspect of the invention is a method of treatment that incorporates
operation of the stimulation device in accordance the first aspect of the present invention,
and so provides the same advantages, as set out above. Similarly, the optional features of
the first aspect of the invention set out above may also be applied to the third aspect of the
present invention.

Embodiments of the invention will now be described, by way of non-limitative
example, with reference to the accompanying drawings in which:

Fig. 11s a diagram of a stimulation device for DBS;

Fig. 2 is a block diagram of the electronic components of the stimulation device of
Fig. 1;

Fig. 3 is a circuit diagram of the frequency synthesiser of a stimulation circuit of
Fig. 2;

Fig. 4 1s a flow chart of a method of treatment of a neurological disorder of a
subject using the stimulation device of Fig. 1,

Fig. 5 is a flow chart of a method of adjusting the stimulation signal generated by
the stimulation device of Fig. 1;

Fig. 6 is a set of plots and graphs illustrating selective entrainment of neural
thythms using DBS, Figs. 6D1 and 6D2 being waveforms of stimulation signals with and
without dithering, Figs. 6C1 and 6C2 being plots of stimulation amplitude against natural
frequency for the two waveforms showing Arnold tongues according to the sine circle map
model, Figs. 6B1-6B4 being plots of neural rhythms frequency-locked to stimulation at
various ratios in Figs. 6C1 and 6C2, and Fig. 6A being a plots of cortical gamma power

spectral density against frequency with and without DBS in PD patients (adapted from
[25]);
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Fig. 7 1s a set of graphs of rotation number against natural frequency for several
frequency locking plateaux and various dithering levels in the sine circle map model;

Fig. 8 is a set of plots and graphs for different levels of dithering and associated
graphs, Figs. 8 A being plots of stimulation amplitude against natural frequency showing
Arnold tongues for waveforms with increasing dithering levels, Fig. 8B being graphs of
normalised tongue width against dithering level for three stimulation amplitudes, Fig. 8C
being graphs of tongue width obtained by simulation and theory against dithering level for
three stimulation amplitudes, and Fig. 8D being graphs of tongue width obtained by
simulation and theory against stimulation amplitudes for three dithering levels;

Fig. 9 1s a set of plots of Arnold tongues for different levels of dithering and
associated graphs, Figs. 9A1-9A4 being plots of stimulation amplitude against natural
frequency showing Arnold tongues; Figs. 9B1-9B4 being plots of tongue width as a
function of stimulation amplitude, and Figs. 9C1-9C4 being plots of mean instantaneous
frequency in the natural frequency/stimulation amplitude space;

Fig. 10 is a set of waveforms of three dithered stimulation signals generated by
toggling between a predetermined set of stimulation periods, Fig. 10A showing random
cycling, Fig. 10B showing fast deterministic cycling and Fig. 10C showing slow
deterministic cycling;

Fig. 11 is a set of plots and graphs showing Arnold tongues for different types of
toggling between a predetermined set of stimulation periods, Figs. 11A1-11A6 showing
frequency locking regions in the natural frequency/stimulation amplitude space, Figs.
11B1-11B6 being graphs of tongue width against stimulation amplitude and Figs. 11C1-
11C6 being plots of mean instantaneous frequency in the natural frequency/stimulation
amplitude space;

Fig. 12 is four Cobweb plots of the deterministic sine circle map for different
frequency locking ratios;

Fig. 13 is a set of graphs of stimulation amplitude against natural frequency
showing Arnold tongues with values of the integer ratio of up to 4 for increasing dithering
levels;

Fig. 14 is a graph of tongue widths obtained by simulation and theory against
dithering level showing Arnold tongues with integer ratios up to 4;

Fig. 15 is a set of plots of Arnold tongues for different levels of dithering and
associated graphs, Figs. 15A1-15A6 being plots of frequency locking regions in the natural

frequency/stimulation amplitude space, Figs. 15B1-15B6 being plots of phase-locking
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value (PLV) for p:1 locking in the natural frequency/stimulation amplitude space, Figs.
15C1-15C6 being plots of PLV for p:2 locking in the natural frequency/stimulation
amplitude space and Figs 15D1-15D6 being plots of PLV for (2p — 1):2 locking in the
natural frequency/stimulation amplitude space;

Fig. 16 is a set of plots of Arnold tongues for different levels of dithering and
associated graphs, Figs. 16A1-16A6 being plots of frequency locking regions in the natural
frequency/stimulation amplitude space, Figs. 16B1-16B6 being plots of PLV for p:1
locking in the natural frequency/stimulation amplitude space, Figs. 16C1-16C6 being plots
of PLV for p:2 locking in the natural frequency/stimulation amplitude space and Figs
16D1-16D6 being plots of PLV for (2p — 1):2 locking in the natural frequency/stimulation
amplitude space; and

Fig. 17 shows Kuramoto model outputs in the absence of stimulation for two
different frequencies, Figs 17A1 and 17A2 being plots of the output over time, Fig. 17B
being a graph of the PRC of the oscillators and Fig. 17C being a plot of charge-balanced
rectangular stimulation pulse used in simulations.

Fig. 1 shows a stimulation device 1 for selective entrainment of a target neural
rhythm using DBS of a subject 10 as an example of neural stimulation. The subject is
shown as a human in Fig. 1, although in general could be a human or an animal. The
stimulation device 1 is arranged as follows.

The stimulation device 1 comprises a unit 11 housing a stimulation circuit 20 that
generate a stimulation signal, as described further below with reference to Fig. 2.

The stimulation device 1 also comprises an electrode arrangement 12 comprising
stimulation electrodes 3 and monitor electrodes 4. The electrode arrangement 12 is formed
on the tip of a guide wire 15 that makes parallel electrical connection between the
stimulation circuit 20 in the unit 11 and the individual stimulation electrodes 3 and monitor
electrodes 4. In general, any suitable number of stimulation electrodes 3 and monitor
electrodes 4 may be provided, the number shown in Fig. 1 being a non-limitative example.

For use in DBS, the stimulation device 1 is implanted as follows.

The electrode arrangement 12 is surgically implanted into a target region 13 in the
brain 14 of the subject 10 through a small opening in the skull of the subject 10. The unit
11 is shown as being implanted into the thorax 16 of the subject 10 near the collarbone,
with the lead wire 15 extending under the skin of the patient 10, but other implantation
locations are possible for example directly in the skull of the subject 10.

Although in this example the electrode arrangement 12 is implanted in the brain 14
9
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for DBS, in general the electrode arrangement 12 could be implanted in any part of the
nervous system of the subject 10.

The stimulation circuit 20 supplies the stimulation signal to the stimulation
electrodes 3 and apply the stimulation signal as electrical stimulation to the target region
13. Thus, in this example, the stimulation electrodes 3 are stimulation transducers.

The monitor electrodes 4, which form monitor transducers in this example, measure
a local field potential (LFP) signal from the target region 13 which is received by the
stimulation circuit 20. The LFP signal represents neural rhythms of the subject 10. Thus, in
this example, the LFP signal is the electrophysiological signal and the monitor electrodes 4
are monitor transducers. Both healthy neural rthythms and pathological neural rhythms may
be identified using the LFP signal.

Various configurations for the monitor electrodes 4 are possible. In some examples,
the monitor electrodes 4 may be bundled with the stimulation electrodes 4 in a common
transducer pad. In some examples, electrodes of the electrode arrangement 12 may be
operable as both stimulation electrodes 3 and monitor electrodes 4.

The stimulation device 1 is provided with a ground that is normally placed far away
from the electrode arrangement 12. When the overall deep brain stimulation (DBS) is
internalised, the ground 10 may be connected to the housing of the unit 11 implanted under
the skin at the thoracic level, although during externalisation, e.g. for research purpose, the
ground 10 may be taken from a part of the skin that minimises electrocardiogram (ECG)
artefacts, such as the arm, neck or shoulder.

Fig. 2 shows the stimulation circuit 20 of the stimulation device 1, which is
arranged as follows.

The stimulation circuit 20 comprises a frequency synthesiser 21 and a pulse
generator 22.

The frequency synthesiser 21 generates a clock signal that is supplied to the pulse
generator 22.

The pulse generator 22 generates the stimulation signal as pulses at timings
controlled by the clock signal. Thus, the stimulation signal is periodic and has a stimulation
period that is equal to the period of the clock signal. The stimulation frequency is the
inverse of the stimulation period, and so references herein to the stimulation period (or
frequency) may be replaced by references to the corresponding stimulation frequency (or
period).

The pulses may in general have any suitable waveform. Typically, the pulses

10
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comprise a bipolar pulse sequence in each stimulation period for the purpose of charge
balancing of the target region. The pulses may have a rectangular waveform for ease of
generation by switching of a voltage source.

The stimulation signal is supplied from the pulse generator 22 to the stimulation
electrodes 3.

The stimulation circuit 20 also comprises a control unit 23 that controls the
frequency synthesiser 21 and the pulse generator 22. The control unit 23 controls the
frequency synthesiser 21 to select the period of the clock signal and thereby to adjust the
stimulation period. The control unit 23 controls the pulse generator 22 to adjust parameters
of the individual pulses, such as their amplitude and optionally their waveform. The
control unit 23 also receives the LFP signal from the monitor electrodes 4.

The stimulation circuit 20 also comprises a sensor 5 which takes measurements
from the subject 10. The sensor 5 may be of any type, for example being a motion sensor
that measures motion of the subject 10, e.g. an accelerometer, or a pulse sensor that
measures the pulse of the subject 10. More generally, plural sensors 5 of different types
may be provided. The control unit 23 also receives the measurements from the sensor 5 (or
plural sensors 5, if provided) as a feedback signal.

Fig. 3 shows the frequency synthesiser 21, which has a conventional arrangement
as follows.

The frequency synthesiser 21 comprises a master oscillator 30, a phase-locked loop
31 and a frequency controller 32. The master oscillator 30 generates a master clock signal
and supplied it to the phase-locked loop 31.

The phase-locked loop 31 comprises a voltage controlled oscillator 33, a frequency
divider 34, a phase comparator 35 and a low pass filter 36. The voltage controlled
oscillator 33 generates the clock signal that is output by the frequency synthesiser 21. The
clock signal is also supplied to the frequency divider 34, which frequency divides the clock
signal to provide a frequency-divided signal that is supplied to the phase comparator 35.
The phase comparator 35 compares the phases of the master clock signal and the
frequency-divided signal and outputs an error signal that represents the phase error
therebetween. The error signal is supplied through the low pass filter to the voltage
controlled oscillator 33, which controls the frequency of the clock signal so as to reduce
the error signal.

In this manner, the clock signal has a period that is controlled by the frequency

division ratio of the frequency divider 34. This frequency division ratio is set by the
11
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frequency controller 32 to set the stimulation period. The frequency controller 32 receives
the clock signal from the phase-locked loop and synchronises changes in the frequency
division ratio with the clock signal. The control unit 23 controls the frequency controller
32 to set the frequency division ratio, and hence the stimulation period.

Optionally, a further frequency divider may be provided between the phase-locked
loop 31 and the frequency controller 32, and may have a frequency division ratio set by the
frequency controller 32, under the control of the control unit 32, to provide a further degree
of control of the stimulation period.

Fig. 4 shows method of treatment of a neurological disorder of a subject, which is
performed as follows.

In step S1, a target neural rthythm for treatment of the neurological disorder is
selected. The target neural rhythm is a neural rhythm that is associated with the
neurological disorder. As discussed above, the present techniques may be applied to any
neurological disorder having an associated neural rhythm that can be entrained for
treatment of the disorder, non-limitative examples including epilepsy, Parkinson’s disease,
multiple system atrophy, chronic pain, depression, dementia, and Alzheimer’s disease. The
frequency of the target neural rhythm is the entrainment frequency.

In step S2, the stimulation device 1 is operated to generate a stimulation signal for
entrainment of the target neural thythm. The stimulation periods of the stimulation signal is
controlled by the control unit 23, in the manner discussed above. As discussed in more
detail below, the stimulation signal has stimulation periods that have an average period
corresponding to an entrainment frequency of the target neural rhythm, but are dithered
around that average period in order to avoid entraining other neural rhythms than the target
thythm. As a result of the dithering, the stimulation signal remains periodic but the
stimulation period varies instead of being constant (so the term “periodic” as used herein
refers to the repeating nature of the stimulation signal, and does not imply a constant
stimulation period). As the period of the stimulation signal is dithered, herein the
stimulation signal is referred to as a “dithered stimulation signal”. Such dither of the period
of the stimulation signal may alternatively be referred to as jitter of the stimulation signal.
As such, references herein to the period of the stimulation signal being dithered may be
replaced by references to jitter being applied to the period of the stimulation signal, and
similarly references to a “dithered stimulation signal” may be replaced by references to a
“jittered stimulation signal”.

In step S3, the stimulation signal generated by the stimulation device 1 is supplied
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to the stimulation electrodes 3 which apply the stimulation signal as electrical stimulation
to the target region 13 of the brain 14, and thereby entrain the target neural rhythm to
provide treatment of the neurological disorder.

The dithering of the stimulation periods of the stimulation signal causes selective
entrainment of the target neural rhythm. Such entrainment also occurs at a range of
frequencies around the frequency of the target neural rhythm (as shown by the width of the
Arnold tongues in Fig. 6 and other drawings discussed below). This entrainment of the
target neural occurs, while minimising entrainment of other neural rhythms that would
otherwise occur at integer ratios of the entrainment frequency, in particular other neural
rhythms that have been identified as pathological. As mentioned above for the target neural
rhythm, such entrainment would also otherwise occur at a range of frequencies around the
frequency of the target neural rhythm (as shown by the width of the Arnold tongues in Fig.
6 and other drawings discussed below). The basis for this effect will now be explained.

Reference is made to Fig. 6, which is a set of plots and graphs illustrating selective
entrainment of neural rhythms.

When stimulation is perfectly periodic as depicted in Fig. 6D1 (wherein f; denotes
the stimulation frequency), neural oscillators may be entrained at the stimulation frequency
but also at sub- and supra-harmonics of the stimulation frequency. Corresponding
entrainment regions (Arnold tongues) are represented in Fig. 6C1 for uncoupled neural
oscillators modelled using the sine circle map. Stimulation is provided at 130 Hz (vertical
dashed line), with stimulation amplitude shown on the vertical axis, and the natural
frequency of oscillators on the horizontal axis. Entrainment is observed when the rotation
number (graded scale in Fig. 6C) is an integer ratio (only regions of frequency-locking
determined as described in the Methods Section below). Entrainment at various rotation
numbers is illustrated in Figs. 6B1-6B4.

As an example, DBS in PD patients can entrain cortical gamma oscillations at half
the stimulation frequency, which corresponds to 1:2 entrainment (as shown in Fig. 6A,
adapted from [25]). With dithering, stimulation is not perfectly periodic (Fig. 6D2), and
past a certain level of noise in the stimulation period, only the 1:1 Arnold tongue subsists
(green tongue in Fig. 6C2).

The present approach to selective entrainment using dithered stimulation rests on
the fact that entrainment is the most stable around the stimulation frequency. In other
words, 1:1 entrainment is generally more stable than p:q entrainment forp > land g > 1.

Small changes in oscillator frequency do not affect the 1:1 Arnold tongue much, while
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higher-order Arnold tongues are less stable to perturbations. This is also true for small
changes in stimulation frequency. Therefore, introducing variations in the stimulation
frequency perturbs frequency locking more for higher-order tongues than for 1:1
entrainment. This is the basis of the dithering approach to selective entrainment, which
consists in its simplest form in adding white noise to the stimulation period, as illustrated
in Fig. 6D2. Here, an open loop stimulation pattern is considered where the time interval
between stimulation pulses always changes and is given by (1 + z) /f;, where f; is the base
stimulation frequency, and z is a normal random number sampled from N (0, {?) for each
stimulation interval. The standard deviation { is termed herein the “dithering level”. Past a
certain dithering level, only the 1:1 Arnold tongue remains (Fig. 6C2), which ensures that
only neural rhythms of frequency close to the stimulation frequency are entrained. By
adjusting f; to the target rhythm to entrain, selective entrainment can therefore be achieved
using dithered stimulation.

Theoretical and computational demonstrations of the efficacy of the method are
provided next.

First it is shown that selective entrainment can be achieved by dithered stimulation
in models of uncoupled neural oscillators

The sine circle map is the simplest model describing the influence of periodic
stimulation on a single neural oscillator, and can be used to provide a theoretical basis for
the efficacy of dithered stimulation as a selective entrainment strategy. The model maps
the phase of an oscillator right before stimulation pulse n (denoted 6,,) to the phase of the
oscillator right before stimulation pulse n + 1 (denoted 6,,,,1). The map can be written as:

0,4 =0, + Zn% +Isin@, = F(8,) (1)

s

where fj is the oscillator natural frequency, f; the stimulation frequency, and [ the
stimulation magnitude. Entrainment can arise because a stimulus may advance or delay the
phase of an oscillator depending on the phase at which it is applied. This concept is
captured by the phase response curve (PRC) of the oscillator, which describes the change
in phase of the oscillator as a function of the stimulation phase. The PRC of the sine circle
map is a simple sinusoid (Z(8) = sin#). Since brain oscillations can manifest across a
wide range of frequencies, a population of uncoupled neural oscillators can be modelled by
equation (1) where f, corresponds to the natural frequency axis in Fig. 6C1. For perfectly
periodic stimulation, Arnold tongues are observed in Fig. 6C1 at all possible entrainment

ratios (rotation number obtained as detailed below).
14



10

15

20

25

30

WO 2024/003537 PCT/GB2023/051670

When representing the rotation number as a function of natural frequency,
frequency locking corresponds to plateaux where the rotation number takes a constant
integer ratio across a range of natural frequencies as illustrated in Fig. 7 (discussed below)
for ¢ = 0 (only ratios with low p and q are easily discernable).

A theoretical justification of dithering stimulation as a selective entrainment
strategy is as follows.

To demonstrate analytically that dithered stimulation destabilises the most
prominent higher-order entrainment ratios more than 1:1 entrainment, dithered stimulation
is introduced in the sine circle map. The sine circle map with dithered stimulation becomes

the stochastic map:

0,1=0,+ Zn&(l + z,) + Isinf, = F(0,,) + Zn&zn (2)

s s

where the stimulation period Ty = 1/f; is multiplied by (1 + z,,) to model dithered
stimulation, with z, normal random numbers sampled from N (0, {?).

The ideas presented in [43] are built on to show that, as more dithering is
introduced in equation (2), the relative decrease in width of the most prominent higher-
order Arnold tongues is greater than that of the 1:1 tongue. The most prominent higher-
order tongues are of the form p:1 with p > 1 (supra-harmonic entrainment), and
(2p — 1):2 with p = 1. In Fig. 6C1, these correspond to the 2:1 tongue, and to the 1:2 and
3:2 tongues, respectively. Herein, AfP*9(I, {) denotes the range of oscillator natural
frequencies that can be entrained by the p:q tongue with dithered stimulation of amplitude
I and dithering level ¢, i.e. the width of the tongue at that stimulation amplitude and
dithering level. Approximate expressions for AfP1(1,{), p > 1 and Af@P-V:2(],0), p >
1 are derived in the Methods Section below assuming { < 1 and I < 1. Neglecting small
high order I terms in equation (7) in the Methods Section below, the width of p:1 tongues
(p = 1) with dithered stimulation relative to the width of the same tongues with perfectly

periodic stimulation can be obtained as:

AfPL(1, Q) L nimp?
AfPi(1,0) 2

g (3)

where n, quantifies the number of standard deviations of the jump distribution beyond
which temporary escapes of the basin of attraction of the periodic orbit are considered to
not significantly affect the locking behavior (see the Methods Section below for more
details). The value of n, is taken to be the same across tongues. Similarly, neglecting high

order I terms in equation (10) in the Methods Section below, the width of (2p — 1):2
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tongues (p = 1) with dithered stimulation relative to the width of the same tongues with
perfectly periodic stimulation is:

AfEV2(1,9)
Af(Zp—l):Z (1,0)

It follows that the relative decrease of the most prominent higher-order tongues

~1-nim*(2p - DX (D)

(any p > 1in equation (3) and any p =1 in equation (4)) with increasing dithering levels is
always greater than for the 1:1 tongue (p = 1 in equation (3)). This result is valid for any
stimulation frequency and underlies the efficacy of dithered stimulation for selective
entrainment.

Validation using simulations of uncoupled neural oscillators is now presented.

To confirm that there exists a dithering level at which the 1:1 tongue displays a
broad frequency locking region while other tongues have disappeared, the sine circle map
is simulated with dithered stimulation (equation (2)) for increasing noise levels. As an
example, the base stimulation frequency is set to f; = 130 Hz, which corresponds to the
frequency of clinically available DBS.

Fig. 8 shows that Arnold tongues disappear faster for higher order entrainment than
for 1:1 entrainment with increasing dithering level in uncoupled neural oscillators. Fig. 8A
shows frequency locking regions in the oscillator frequency/stimulation amplitude space.
Only regions of frequency-locking (determined as presented in the Methods Section
below), known as Arnold tongues, are shown. The graded scale represents the rotation
number. Dithering level increases from top to bottom, and theoretical tongue boundaries
(equations (6) and (9) are shown by black dashed lines. The stimulation frequency is
indicated by a red dashed line. Fig. 8B shows theoretical tongue width normalised by its
value for perfectly periodic stimulation, plotted against dithering level, for three
stimulation amplitudes. The dependence on stimulation amplitude is very slight. Fig. 8C
compares tongue width obtained from theory and simulations, as a function of dithering
level, for three stimulation amplitudes. Fig. 8D compares tongue width obtained from
theory and simulations, as a function of stimulation amplitude, for three dithering levels. In
all panels showing data from simulations, for each natural frequency, stimulation
amplitude, and dithering value, the rotation number is averaged over 10 repeats, with 10*
stimulation pulses per repeat. In Figs. 8B-8D, theoretical tongue widths refer to equations
(7) and (10).

As (is increased, frequency locking plateaux in Fig. 7 disappear faster for higher

order entrainment than for 1:1 entrainment. Significant 1:1 frequency locking is still
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possible for { = 0.009 as indicated by the large dashed line plateau in Fig. 7C, but no 1:2,
3:2, or 2:1 frequency locking is possible (Fig. 7B, 7D, 7E). Similarly, higher order Arnold
tongues become narrower faster than the 1:1 tongue as ( is increased (Fig. 8A1-8A4). For
¢ = 0.009, the 1:1 tongue can still entrain neural oscillators with natural frequencies in the
vicinity of the stimulation frequency, while other tongues have disappeared (Fig. 8A4).
This is consistent with the faster relative decrease in width of higher order tongues
compared to the 1:1 tongue (Fig. 8B).

Simulations of the sine circle map with dithered stimulation also validate the
theoretical results. Specifically, equations (6) and (9) in the Methods Section below
describing tongue boundaries in the presence of dithered stimulation (dashed lines in Figs.
8A1-8A4) approximately match tongue boundaries obtained directly from simulations.
Additionally, tongue width measurements from simulations approximately match
theoretical values from equations (7) and (10) in the Methods Section below as shown in
Fig. 8C-8D.

Fig. 7 shows that frequency locking plateaux disappear faster for higher-order
entrainment than for 1:1 entrainment with increased dithering. In Fig. 7, solid lines
correspond to perfectly periodic stimulation, while dashed/dotted lines correspond to
dithered stimulation with increasing dithering levels.

While a large part of the 1:1 frequency locking plateau is preserved for all dithering
levels shown (Fig. 7C), plateaux for 1:2 (Fig. 7B), 3:2 (Fig. 7D), and 2:1 (Fig. 7E)
frequency locking have disappeared at { = 0.09. Fig. 7B-7E are zoomed-in versions of
Fig. 7A. For each dithering level, the rotation number is averaged over 10 repeats, with
10* stimulation pulses per repeat.

It has also been confirmed that the theoretical results hold for p:1 tongues and
(2p — 1):2 tongues for larger values of p as shown in Figs. 13 and 14.

Fig. 13 shows p:1 and (2p — 1):2 Arnold tongues with p up to 4, and validate
theoretical results and the efficacy of dithered stimulation. Fig. 13 represents frequency
locking regions in the oscillator frequency/stimulation amplitude space. Only regions of
frequency-locking (determined as presented in the Methods Section below), are shown in
color. The color scale represents the rotation number. Dithering level increases from top to
bottom, and theoretical tongue boundaries (equations (6) and (9)) are shown by black
dashed lines. The stimulation frequency is indicated by a red dashed line. For each natural
frequency, stimulation amplitude, and dithering value, the rotation number is averaged

over 10 repeats, with 10# stimulation pulses per repeat. Higher dithering levels, resulting
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in only the 1:1 tongue being stable, are shown in Fig. 8A.

Fig. 14 shows the width of p:1 and (2p — 1):2 Arnold tongues with p up to 4, and
compares simulations and theoretical results. Comparing tongue width obtained from
equations (7) and (10) and simulations, as a function of the dithering level, for I = 1. For
each natural frequency and dithering value, the rotation number from simulations is
averaged over 10 repeats, with 10% stimulation pulses per repeat. Higher dithering levels,
resulting in only the 1:1 tongue being stable, are shown in Fig. 8C2.

As predicted, these tongues disappear for even lower dithering levels than the
tongues in Fig. 8. In Figs. 8, 13 and 14, theoretical results were based on n, = 4, i.e.
frequency-locking was considered to occurs when at least 99.99% of locking cycles do not
escape the periodic orbit. This was found to robustly correspond to frequency-locking
plateaux in Fig. 7 across noise levels.

Although a range of dithering levels that suppress the 1:2 tongue while still
preserving the 1:1 tongue were found (Fig. 8A4), it is noted that the 1:2 tongue is the
hardest higher-order tongue to destabilise (see Fig. 8B2 and 8C2). The fact that 1:2
entrainment was the first type of higher-order entrainment reported in patients with
Parkinson’s disease treated with DBS [25, 26] is in line with these predictions.

It is shown that the efficacy of dithered stimulation as a selective entrainment
strategy 1s supported by theory, and confirmed by simulations of uncoupled neural
oscillators. However brain signals such as local field potentials can be better described by
networks of coupled oscillators representing coupled neurons or coupled micro-circuits
[44-46]. Thus, dithered stimulation was tested in this more realistic setting.

It is now shown that selective entrainment can be achieved by dithering in
populations of coupled neural oscillators.

In order to test dithered stimulation as a selective entrainment strategy in a more
realistic setting, populations of coupled neural oscillators are simulated using the
Kuramoto model [47]. For each natural frequency f; in the frequency range of interest, thre
is considered a population of M = 100 phase oscillators with homogeneous coupling,
natural frequencies distributed around f,, and the PRC of a standard Hodgkin-Huxley
neuron [48, 49] (see Fig. 17B1). Full details on the model can be found in the Methods
Section below. As opposed to the sine circle map, the Kuramoto model is a continuous-
time model. Thus, it is possible to use more realistic, square stimulation pulses with a
temporal extent, and a negative component for charge balance (see the Methods

Section below and Fig. 17B2).
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Fig. 9 shows that Arnold tongues disappear faster for higher-order entrainment than
for 1:1 entrainment with increasing dithering in populations of coupled neural oscillators.
Dithering level increases from the top row to the bottom row. Fig. 9A shows frequency
locking regions in the natural frequency/stimulation amplitude space. Only regions of
frequency-locking (determined as presented in the Methods Section below) are shown. The
graded scale represents the rotation number. Fig. 9B shows Arnold tongue width as a
function of stimulation amplitude. Fig. 9C shows mean instantaneous frequency
(represented by the graded scale) in the natural frequency/stimulation amplitude space. In
Figs. 9A and 9C, for each natural frequency, stimulation amplitude, and dithering value,
the rotation number or mean instantaneous frequency are averaged over 5 repeats, with
400 stimulation pulses per repeat. The stimulation frequency is indicated by a dashed line.

As shown in Fig. 9, dithered stimulation is an effective selective entrainment
strategy in populations of coupled neural oscillators. For perfectly periodic stimulation at
130 Hz, populations of coupled neural oscillators can be entrained at the stimulation
frequency (1:1 entrainment), but also at higher-order entrainment ratios for certain natural
frequencies and stimulation amplitudes (Fig. 9A1). In the natural frequency range
considered, the only higher-order tongues with non-zero widths are the 1:2, 3:2, and 2:1
tongues, which were identified as the most prominent higher-order tongues in the sine
circle map. As the dithering level { is increased, these higher-order tongues fade, while the
1:1 tongue is mostly preserved (Fig. 9A1-A4). For { = 0.15, 1:1 entrainment is
maintained for a large range of natural frequencies and stimulation amplitudes, while
higher order entrainment has vanished (Fig. 9A4). This is confirmed by measuring the
width of Arnold tongues as a function of stimulation amplitude (Fig. 9B4). The variation in
the mean instantaneous frequency of the Kuramoto populations with respect to fo also
supports this conclusion. For { = 0.15, the mean instantaneous frequency is constant in
the 1:1 tongue, signalling frequency-locking to the stimulation frequency, while a non-zero
frequency gradient along f is observed elsewhere, indicated the absence of frequency-
locking (Fig. 9C4). This was not the case for the perfectly periodic case, where regions of
constant mean instantaneous frequency can be seen to approximately match the 1:2, 3:2,
and 2:1 tongues (Fig. 9C1). Details on how entrainment metrics presented in Fig. 9 are
obtained can be found in the Methods Section below. Further validation is provided in Fig.
15 based on the phase locking value (PLV), which was used to assess 1:1 synchronisation
for example in [6, 50].

These results are confirmed by PLV analysis illustrated in Fig. 15, which shows the
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efficacy of dithered stimulation by PLV analysis in populations of coupled neural
oscillators. Dithering level increases from the top row to the bottom row. 15A1-15A6 show
Frequency locking regions in the natural frequency/stimulation amplitude space. Only
regions of frequency-locking (determined as presented in the Methods Section below) are
shown. The graded scale represents the rotation number. Figs. 15B1-15B6 show PLV p:1
(graded scale) in the natural frequency/stimulation amplitude space. Here, PLV p:1 detects
1:1 and 2:1 entrainment. Figs. 15C1-15C6 show PLV p:2 (graded scale) in the natural
frequency/stimulation amplitude space. Here, PLV p:2 detects 1:2 and 3:2 entrainment, but
also 1:1 and 2:1 entrainment. Figs. 15D1-15D6 show PLV (2p — 1):2 (color scale) in the
natural frequency/stimulation amplitude space, obtained as PLV p:2 - PLV p:1. Here, PLV
(2p — 1):2 detects 1:2 and 3:2 entrainment.

In all panels, for each natural frequency, stimulation amplitude, and dithering
value, the rotation number or mean instantaneous frequency is averaged over 5 repeats,
with 400 stimulation pulses per repeat. The stimulation frequency is indicated by red
dashed lines. For { = 0.15, 2:1 entrainment has disappeared while 1:1 entrainment is still
supported (compare Fig. 15B4 to Fig. 15B1). 1:2 and 3:2 entrainment have also
disappeared (compare Fig. 1D4 to Fig. 15D1).

The PLV is calculated in the Kuramoto model as:

N
1 ,
PLVp:l = — (k)
pl=y E e

k=1

and quantifies the phase concentration of the order parameter at the time of stimulation,
considering all stimulation pulses. PLV p:1 will therefore detect p:1 entrainment, for any

p = 1. There is also considered:

1 [N/2]

~ p(tzp)

PLV p:2 = N z ezl |
7| | k=1

with |. | the floor function. PLV p:2 only considers every other stimulation pulse, and will
detect p:2 entrainment (p = 1), which includes for example 1:2 and 3:2 entrainment, but
also 1:1 and 2:1 entrainment. Thus, to only detect (2p — 1):2 entrainment (in particular the
1:2 and 3:2 tongues), then PLV (2p — 1):2 =PLV p:2 — PLV p:1.

Fig. 17 shows Kuramoto model outputs in the absence of stimulation; PRC and
stimulation pulse. Example outputs from the Kuramoto model for the chosen parameters in

the absence of stimulation for fo = 30 Hz (A1) and fy = 185 Hz (A2). The PRC of the
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oscillators is taken from the standard Hodgkin-Huxley neuron model (B1). The charge-
balanced rectangular stimulation pulse used in simulations is shown in B2 (T is the
stimulation period). The pulse shown has an energy of 1 a.u. over T, and is taken to be the
base pulse for a stimulation amplitude of 1 a.u. in simulations.

The dithering may be applied in various different ways to achieve the selective
entrainment. Some examples are as follows.

In a simple approach, the stimulation periods may be dithered with stimulation
periods that are randomly selected from a predetermined distribution of stimulation
periods.

As an example of this, this may be implemented by adding white noise to the
stimulation period corresponding to the entrainment frequency of the target neural rhythm,
which effectively corresponds to a normal distribution of stimulation periods (i.e. a
rectangular distribution).

Alternatively, the stimulation periods may be dithered by toggling between a
predetermined set of stimulation periods, i.e. comprising a discrete number of stimulation
periods. This may be achieved by toggling between a corresponding set of frequency
division ratios in the frequency divider 34 as set by the frequency controller 32 under the
control of the control unit 23.

To implement the random selection mentioned above, the stimulation periods may
be randomly selected from the predetermined set of stimulation periods, i.e. random
cycling of the stimulation periods.

Alternatively, the stimulation periods may be dithered with stimulation periods that
have lengths varying in a predetermined cycle, i.e. deterministic cycling of the stimulation
periods.

In one option, the predetermined cycle comprises different lengths in each period of
the stimulation signal, i.e. fast deterministic cycling of the stimulation periods.

In another option, the predetermined cycle comprises the same length in
consecutive groups of periods, i.e. slow deterministic cycling of the stimulation periods.

The implementation of dithering by toggling between a predetermined set of
stimulation periods will now be discussed.

To ensure that dithered stimulation can be implemented in a broad range of existing
stimulation devices, different ways of toggling within a predetermined set of stimulation
frequencies (with corresponding stimulation periods) as approximations of white noise

based dithered stimulation. Figs. 10A-10C illustrate examples of stimulation signals
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generated by toggling between a set of n stimulation frequencies { s fs2o fs,n}, with
the corresponding stimulation periods symmetrically distributed around the period
corresponding to the base stimulation frequency f, using random cycling, fast
deterministic cycling, and slow deterministic cycling, respectively. In the slow
deterministic cycling of Fig. 10C, an example is shown where the number N, of
stimulation periods in the consecutive groups is 2, but larger groups could alternatively be
used. Exemplar, short stimulation pulses are shown in red, but these approaches can be
used for any waveform. Figs. 10B and 10C present two full cycles of the corresponding
deterministic cycles.

The simplest way of approximating white noise based dithered stimulation is the
random cycling approach illustrated in Fig. 10A. If the stimulation device 1 is unable to
generate random numbers, slow deterministic cycling can be implemented by toggling
from one stimulation frequency in the set to the next (i.e. from f;; to fg ;41 fori =
{1,..,n — 1}, and from f; , to f; 1) at each stimulation period as shown in Fig. 10B. If the
device is unable to toggle between frequencies at each stimulation period, slow
deterministic cycling with slower toggling can be implemented as shown for N, = 2 in
Fig. 10C.

Given a large enough set of stimulation frequencies, these toggling approaches can
achieve selective entrainment in populations of coupled neural oscillators. For simplicity,
the distribution of frequencies picked in this analysis correspond to a uniform distribution
of stimulation periods, and the frequency sets used are detailed in Fig. 11 as follows.

Fig. 11 shows that selective entrainment can be achieved in populations of coupled
neural oscillators by toggling within a finite set of stimulation frequencies. Each row
corresponds to a particular type of pulse train, as indicated on the left side of the figure.
For slow deterministic cycling (last row), Nr = 3. Fig. 10A shows frequency locking
regions in the natural frequency/stimulation amplitude space. Only regions of frequency-
locking (determined as presented in the Methods Section below) are shown. The graded
scale represents the rotation number. Fig. 10B shows the Arnold tongue width as a function
of stimulation amplitude. Fig. 10C shows the mean instantaneous frequency (represented
by the color scale) in the natural frequency/stimulation amplitude space. In Figs. 10A and
10C, for each natural frequency, stimulation amplitude, and dithering value, the rotation
number or mean instantaneous frequency are averaged over 5 repeats, with 400 stimulation

pulses per repeat. The stimulation frequency is indicated by a dashed line.
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With only three stimulation frequencies, both random and deterministic cycling fail
to realize selective entrainment (first and second rows of Fig. 11). With a set of seven
stimulation frequencies, higher-order tongues have vanished with both random and
deterministic cycling (Figs. A3 and B3, and Figs. A4 and B4, respectively). Fine structures
are still visible at high frequency for deterministic cycling when plotting the mean
instantaneous network frequency in the natural frequency/stimulation amplitude space
(Fig. 11C4). This is much less the case with this frequency set for random cycling (Fig.
11C4), making random cycling preferable for a set of seven stimulation frequencies.
However, with a set of 13 stimulation frequencies, this is no longer an issue for
deterministic cycling (second-to-last row of Fig. 11C), and even slow deterministic cycling
with N,. = 3 is eftective (last row of Fig, 11).

Fig. 16 shows the efficacy of the stimulation frequency toggling approach is
confirmed by PLV analysis in populations of coupled neural oscillators. Each row
correspond to a particular type of pulse train, as indicated on the left of the figure. For slow
deterministic cycling (last row), N, = 3. Figs. 16A1-16A6 show frequency locking regions
in the natural frequency/stimulation amplitude space. Only regions of frequency-locking
(determined as presented in the Methods Section below), are shown. The grading scale
represents the rotation number. Figs. 16B1-16B6 show PLV p:1 (color scale) in the natural
frequency/stimulation amplitude space. Here, PLV p:1 detects 1:1 and 2:1 entrainment.
Figs. 16C1-16C6 show PLV p:2 (color scale) in the natural frequency/stimulation
amplitude space. Here, PLV p:2 detects 1:2 and 3:2 entrainment, but also 1:1 and 2:1
entrainment. Figs 16D1-16D6 show PLV (2p — 1):2 (color scale) in the natural
frequency/stimulation amplitude space, obtained as PLV p:2 - PLV p:1. Here, PLV
(2p — 1):2 detects 1:2 and 3:2 entrainment.

In all panels, for each natural frequency, stimulation amplitude, and dithering
value, the rotation number or mean instantaneous frequency is averaged over 5 repeats,
with 400 stimulation pulses per repeat. The stimulation frequency is indicated by dashed
lines.

In summary, in populations of coupled neural oscillators, random cycling can
achieve selective entrainment with the fewest number of stimulation frequencies.
Nevertheless, for devices with more limited capabilities, deterministic cycling and even
slow deterministic cycling are effective when a broader set of stimulation frequencies is
used.

In general, various forms of distributions of stimulation periods may be used.
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The parameters of the distribution of stimulation periods may be selected to provide
the selective entrainment.

In one type of example, the stimulation periods may be dithered with a distribution
of stimulation periods that is symmetric, for example a uniform distribution (i.e. a
rectangular distribution) or a non-uniform distribution, for example a normal distribution
or a triangular distribution.

In another type of example, the stimulation periods may be dithered with a
distribution of stimulation periods that is asymmetric. In this case, the distribution may
have a value of Fisher’s moment coefficient of skewness that is 0.2 or less. Fisher’s

moment coefficient of skewness is given by the equation:

where p is the mean, o is the standard deviation, E is the expectation operator, s is the
third central moment, and «t are the t-th cumulants. It is sometimes referred to as Pearson's
moment coefficient of skewness.

The size of the distribution as represented by its standard deviation may similarly
be selected to provide the selective entrainment.

In an example applicable to any form of distribution, the distribution may have a
standard deviation of 0.5¢Tavg or less, preferably V(1/12) sTavg or less, or more preferably
0.2eTavg or less, where Tavg is the average length of the periods in the distribution.

In another example applicable to a uniform distribution, the distribution may have
values in a range from 0.5.Tavg to 1.5Tavg, where Tavg is the average length of the
periods in the distribution (which corresponds to standard deviation of \(1/12) *Tavg or
less).

The amplitude of the stimulation signal and/or one or more parameters of the
dithering of the stimulation periods of the stimulation signal are selected to obtain
entrainment of the target neural rthythm at a target level while maintaining entrainment of
the other neural rhythms below a predetermined limit. Such a selection may be performed
in advance of operating the stimulation device 1. The reduced entrainment of the other
neural thythms may effectively allow use of a higher amplitude of the stimulation signal
than could otherwise be used.

Alternatively, the control unit 23 may adjust the stimulation signal during operation

of the stimulation device 1 in response the LPF signal measured by the monitor electrodes
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4 and/or in response to the feedback signal from the sensor 5.

As an illustration of this, Fig. 5 is a flow chart of a method of adjusting the
stimulation signal generated by the stimulation device of Fig. 1. This method is performed
in the control unit 23.

In step S4, the control unit 23 receives a feedback signal, which may be the LFP
signal representing neural rthythms of the subject 10, the feedback signal from the sensor 5
(or plural sensors 5, if provided) representing measurements from the subject 10, or a
combination thereof.

In step S5, the control unit 23 adjusts the stimulation signal in response to the
feedback signal.

The adjustment may be performed to obtain entrainment of the target neural rhythm
at a target level while maintaining entrainment of the other neural rhythms below a
predetermined limit.

The adjustment of the stimulation signal may be an adjustment of the amplitude of
the stimulation signal and/or one or more parameters of the dithering of the stimulation
periods of the stimulation signal. In the latter case, the one or more parameters may include
the standard deviation of the distribution of the stimulation periods.

The stimulation device 1 may periodically record and store intrinsic neural
thythms, as measured by the LFP signal. These neural thythms may be associated with
physiological or pathological states based on patient feedback and information from other
sensors collected throughout the day. Thus, using these adjustment techniques, the
stimulation device 1 may provide patient-specific therapy by entraining a neural rhythm
identified as physiological and by making sure rhythms identified as pathological are not
entrained. This goal can be achieved using selective entrainment based on dithering.

The stimulation frequency may be adjusted to the frequency of the physiological
thythm to entrain.

The stimulation amplitude may be adjusted to obtain a satisfactory therapeutic
effect (from entraining the physiological rhythm).

The variability in the stimulation period (parametrised for example by the standard
deviation of the distribution of stimulation periods) may be adjusted to make sure
entrainment of pathological rhythms is kept below an acceptable level.

Such adjustments could be made periodically during use of the stimulation,
typically throughout the day.

In the embodiment discussed above, the target neural rhythm occurs in the brain 14
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of the subject 10 and so may be referred to as a brain rhythm. However, in general the
present techniques may be adapted to a target neural rhythm occurring in any part of the
nervous system as similar principles apply.

In the embodiment discussed above, DBS is used as the stimulation, which is an
example of electrical stimulation applied to the brain 14 of the subject. However, the
present techniques may be adapted to any form of neural stimulation applied to any part of
the nervous system of the subject 10 associated with the target neural rhythm. That may be
the same or different physical location within the nervous system of the subject 10. Some
non-limitative examples are as follows.

The present techniques have particular applicability to electromagnetic stimulation.

One example of electromagnetic stimulation is electrical stimulation, in which case
the stimulation transducer may be an electrode. DBS is an examples of electrical
stimulation, but another example is transcranial electrical stimulation, e.g. using electrodes
that are located externally of the subject or implanted subdurally.

Another example of electromagnetic stimulation is magnetic stimulation, in which
case the stimulation transducer may be an coil. Examples of magnetic stimulation include
transcranial magnetic stimulation, e.g. using external coils.

Other types of neural stimulation include acoustic stimulation, in which case the
stimulation transducer may be an acoustic transducer, or optical stimulation, in which case
the stimulation transducer may be an optical transducer. For example, the present
techniques may be applied to non-invasive senosry stimulation, which may for example be
used to treat Alzheimer’s disease.

As in the above embodiment, the neural stimulation signal may be applied to the
brain of the subject, but in general the neural stimulation signal may be applied to any part
of the nervous system as similar principles apply. The neural stimulation signal may be
applied to a part of the nervous system of the subject.

While the example above uses the LFP signal as the electrophysiological signal
representing neural rhythms of the subject, other types of electrophysiological signal may
be used. One example of an alternative type of electrophysiological signal is an
electroencephalography (EEG) signal in which case the monitor transducer may be
electrodes that are located externally of the subject or implanted subdurally.

The target neural rthythm occurs in the nervous system of the subject. Often the
target neural rhythm may occur in the brain of the subject, but in general the target neural

rhythm may occur in any part of the nervous system as similar principles apply.
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Methods Section

In this section, there is approximated analytically the width of Arnold tongue
families in the presence of dithered stimulation, and provided methodological details
pertaining to entrainment metrics and to the simulation of networks of coupled neural
oscillators.

The theoretical basis for the efficacy of dithered stimulation as a selective
entrainment strategy is as follows.

By deriving approximate expressions for the width of the most prominent families
of Arnold tongues as a function of the dithering level, a theoretical basis for the efficacy of
dithered stimulation is proposed as a selective entrainment strategy.

The influence of dithered stimulation on p:1 Arnold tongues is as follows.

Cobweb plots are considered to study the p:1 frequency locking behavior of the
stochastic sine circle map given by equation (2), for p = 1. In the deterministic case, p:1
frequency locking corresponds to the stable fixed point of 8,,.; = F(6,) and 6,,,; = 6,, +
2pm, i.e. when there are p complete rotations of the oscillator for every stimulation cycle.

Fig. 12 shows cobweb plots of the deterministic sine circle map for different
frequency locking ratios. Cobweb plots used to study frequency-locking in the
deterministic sine circle map reveal the size of the trap (denoted by h, shortest distance
between a stable and an unstable fixed point) that can prevent dithered stimulation from
breaking frequency locking. Stable fixed points are identified by filled red circles, unstable
fixed points by empty red circles.

The cobweb plot representing 6,,,, as a function of 8,, has one stable and one
unstable fixed points (see Fig. 12A for the 1:1 case and Fig. 12B for the 1:2 case). In the
stochastic case, there will still be p:1 frequency locking if it is highly unlikely for the phase
to escape the attraction “trap” between the stable and unstable fixed points in one random
jump [43] (i.e. after one iteration of the stochastic map). h denotes the size of the trap as
indicated in Fig. 12A-12B.

The random jump size (mod 27r) between stimulation pulse nand n + 11is 0,1 —
0, ~ 2nt(fo/fs)Zn since 8, ~ F(0,) mod 2 in the vicinity of the stable fixed point.
Therefore the jump size is approximately distributed according to N'(0, 6%) with ¢ =
2rt(fo/fs){. Tt is considered highly unlikely for the phase to clear the trap if the trap size
h is larger than n, standard deviations of the jump size distribution, with ngs; > 3. In [43],

n, = 3, but n, = 3 is considered for the sake of generality. Therefore, frequency locking
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is lost when:

h=2n(fo/fs)nsG (5

The trap size h can be obtained by solving for the positions of the stable and
unstable fixed points of the deterministic map, and selecting the shortest absolute distance

5  Dbetween the fixed points. For the p:1 case:
2m fo
™+ 2arcsm< — p]) for — < p
T— 2arcsm< — p]) for — > p

Using this result and equation (5), the p:1 tongue boundaries of the stochastic sine

circle map are obtained as:
+2m <]]:° p)
To > (6)
sin <Tl’ [ ns{ — 2])

10 Under the assumption that the standard deviation of the noise is small ({ < 1), the

I(fo) =

width of the p:1 tongue can be approximated. This requires finding the function f;" (1)
demarcating the right boundary of the tongue and the function f; (I) demarcating the left
boundary. At the right boundary of the tongue (f5" /f; > p), a Taylor expansion of the sine
term in equation (6) to second order in { gives the quadratic equation:
2
15 ﬂ?zn?,(21<f—§> +2m f—z—(2p1't+l) =0

which, after a Taylor expansion to second order in { of the square root of the quadratic
equation discriminant, yields:

nz{?
16w

fo) =fs (p +%— I[Zpﬂ+l]2>

Similarly, for the left boundary of the tongue:

2
20 foh =f£; (p T 1‘;( 112pm — 1] )

Thus, the width of p:1 Arnold tongues can be approximated in the stochastic sine

circle map as:
1 + — I 0'(2 2
AfPH(D) = 0(1)—fo(1)=fs;<1 —— [4p*m® +1 ]) (7)

The influence of dithered stimulation on (2p-1):2 Arnold tongues is as follows.

25 In the sine circle map, Arnold tongues of order (2p — 1):2, p = 1, are the second
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largest after tongues of order p:1 (Fig. 8A1). Their widths can be approximated by

adapting the derivation presented in the previous section. In the deterministic case,

(2p — 1):2 frequency locking is characterised by 2p — 1 complete rotations of the

oscillator for every two stimulation cycles. Since two stimulation cycles are considered,
5 (2p — 1):2 frequency locking corresponds to stable fixed points of the map given by

equation (1) iterated twice, i.e. 0,15 = F(F(Bn)), and 6,,,, = 6, +2(2p — 1)m. The

random jump size between stimulation pulse n and n + 2 is:

0,2 —0, —F<F(0n)+21t;:—ozn>+21t;cc Zni1— 0,
fo fo

Oni2 — 0, ~F(F(6,))+ an—zn(l + IcosF(0,)) + an—zn+1 -0,

s

where a Taylor expansion is used to first order (assuming that { << 1). Assuming / < 1,
10 andsince 8, = F (F (Bn)) mod 27 in the vicinity of the stable fixed points, 8,,, — 6, =
2n(fo/fs)(Zn + Zpy1) mod 2m. Therefore the jump size is approximately distributed
according to V'(0, 6%) with o = 2v2n(f, /f){.
As before, the shortest trap size h is obtained by solving for the position of the
stable and unstable fixed points of the deterministic map (see Fig. 12 C-D for the 1:2 and

15 3:2 case, respectively). Iterating the deterministic map twice gives:

0,..,=0, +41tf—+1<sm0 +sm[0 +21‘l’f

fs fs
If f; is close to the center of the (2p — 1):2 tongue, § = (fp/fs) — (2p —1)/2is

small. Assuming / << 1 and § < [ yields:

+ Isin®@ ])

fo 2p -1 :
0,.,. =0, +41t—+1{sm0 +sm<0n+21t[6+ > ]+Ism0n>},

fs
fo I?
0,2 =0,+ 4l - —sin(26,,) (8)
fs 2
20 Thus, when (2p — 1):2 frequency locking occurs, there are four fixed points which

satisfy:

fo 2p— I?
41 <fs _T> —?sm(zen) ~ 0.

It is noted that when using equation (8), since the distances between each stable
fixed point and the nearest unstable fixed point are the same (see Fig. 12C-D), it does not
25  matter at which stable fixed point locking occurs. The trap size h is therefore obtained by
selecting the shortest distance between one of the stable fixed points and an unstable fixed

point. For the (2p — 1):2 case:
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811[&—217_1]

T+ arcsin fs 2 for &<p
2 2 fs

h~ 811&_217_1]
B _arcsin fs 2 for &>p
2 I? fs

Boundaries for (2p — 1):2 tongues in the stochastic sine circle map are obtained

from the condition h = n,a, which translates to:
_ 1/2
ar [ - 22|
I(f) =| + e
sinim|2vV228n,{ -5
fs 2

5 As in the p:1 case, the width of (2p — 1):2 tongues can be approximated by

9

inverting equation (9) to find the functions f; (1) at the right boundary, and f; (I) at the
left boundary. At the right boundary of the tongue (f5" /f; > (2p — 1)/2), a Taylor
expansion of the sine term in equation (9) to second order in { give the quadratic equation:
2,2 7272 0 i fo
4m*nig?1 (—) +8r—-(42p-1}mr+1*) =0
fs fs
10 which, after a Taylor expansion to second order in { of the square root of the quadratic
equation discriminant, yields:
2p—1 I* nig®

2 8m 128w«

fo(D :fs< 12[4{2P—1}7T+12]2>

Similarly, for the left boundary of the tongue:

2p—-1 I? 272
f6(1)=fs< E T

2 _ _ 72712
g " 128n! AZp-Um -l ]>

15 Thus, the width of (2p — 1):2 Arnold tongues can be approximated in the

stochastic sine circle map as:

Af@PVE(N) = fE(D - foD = fs

P, _ng
4 16

[16{2p — 1}*m?* + 14]> (10)
Entrainment metrics used in simulations are as follows.
Several entrainment metrics are computed to characterise the frequency locking
20 behavior of neural oscillators in simulations. The primary entrainment metric, the rotation

number R, is measured as:

édn — Po
R=2_7°
2N
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where N is large, and ¢, is specified depending on the model considered. In simulations of
the sine circle map, taking ¢,, = 6,,. In simulations of the Kuramoto model, using ¢,, =
Y(t,) where P (t) is the phase of the order parameter Z (t) (see definitions below), and t,,
is the time one time step before stimulation pulse n. For reference, theoretical definitions
of the rotation number in the presence of stochasticity are given in [58, 52].

To detect frequency locking in the presence of noise, the following criterion is used for
both models. The system is considered to be entrained to stimulation with a p:q rotation
number if |[R — p/q| < tol, and |S(OR/8f )| < tol’, where S(OR/df ) is the smoothed
partial derivative of the measured rotation number with respect to fq, and tol and tol’ are
tolerances on the rotation number and its smoothed derivative, respectively. These
conditions correspond to plateaux in Fig. 7 where p:q frequency locking occurs. For
simulations of the sine circle map, taking tol = 6.107%, tol' = 1.1072, and 8R/8f, is
smoothed using locally weighted scatterplot smoothing (LOWESS, based on a linear
model) with a span of 0.058 Hz (4 samples). For simulations in the Kuramoto model,
taking tol = 3.1072,tol' = 2.1072, and dR/df , is smoothed using LOWESS with a
span of 0.64 Hz (4 samples). These values take into account the different resolutions of the
rotation number field for both models in the natural frequency/stimulation amplitude space,
simulation duration, and simulation repeats, and were found to robustly detect frequency
locking plateaux.

For both models, the width of the p:q tongue for a particular stimulation amplitude
and dithering level is simply measured in simulations as the sum of the frequency width of
the discretised bins in the natural frequency/stimulation amplitude space where p:q
entrainment is detected at this stimulation amplitude and dithering level.

Additionally, the mean instantaneous frequency in the Kuramoto model is
computed as:

1 dy
fosi= (o ae)
where 1 is the phase of the order parameter (see definitions below), and (.) denotes the
time average over the duration of stimulation.

Populations of coupled neural oscillators may be simulated as follows.

In order to test dithered stimulation in populations of coupled neural oscillators,

M = 100 coupled Kuramoto oscillators were simulated with noise and homogeneous
coupling. The time evolution of the phase ¢, of the k™ oscillator is described by the

stochastic differential equation:
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M

K
Wi + Mz sin (@ — @) + I()Z(@y) | dt + EdW
=1

doy =

where wy, is the intrinsic frequency of the k™ oscillator, k is the coupling strength, I(t) is
the stimulation pulse train, Z is the oscillator PRC, and W), are independent Wiener
processes. The order parameter of the network reads Z(t) = Z}L,e'?x® /M = p(t)eV®,
A more computationally efficient form of equation (11), involving the modulus p and
phase ¥ of the order parameter, is given by:

doy = [wy + kpsin(YP — @) + I(&) Z(@,)]dt + AW,

Signals with dynamics similar to neural oscillations in the absence of stimulation
were reproduced by choosing k = 350, £ = 7.9, and sampling the w’s from a Lorentzian
distribution centered on the frequency considered (f,/[2m]) and of width 20 Hz. Examples
of output signals X'(t) = ER(Z (t)) [44], where R, are shown in Fig. 17A for two values of
fo. Taking Z to be the PRC of the standard Hodgkin-Huxley neuron model [48, 49], see
Fig. 17B1. In Fig. 9 and Fig. 15, the dithered stimulation pulse train I(t) is constructed
with its stimulation period changing at each stimulation period and given by (1 + z) /fs,
where f; = 130 Hz is the base stimulation frequency, and z is a normal random number
sampled from V'(0, {?) at each stimulation period. In Fig. 11 and Fig. 16, the stimulation
pulse train is constructed as described therein using a finite set of stimulation frequencies.
In both cases, contrary to the sine circle map, square stimulation pulses are considered with
a temporal extent, as shown in Fig. 17B2. The positive stimulation pulse is taken to be
20% of the stimulation period. To avoid harming the brain, charge balance is also
enforced, and a negative stimulation pulse occupies the rest of the stimulation period. The
magnitude of the positive component is chosen so that the time integral of the stimulation
waveform over a period is zero. The model is forward simulated using a Euler-Maruyama
scheme with a time step of 10™% s.
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Claims

1. A stimulation device for selective entrainment of a target neural rhythm of a
subject, the stimulation device comprising a stimulation circuit arranged to generate a
stimulation signal that is periodic and has stimulation periods that are dithered with an
average period corresponding to an entrainment frequency of the target neural rhythm such
that neural stimulation using the stimulation signal is capable of causing entrainment of the
target neural rhythm at the entrainment frequency and minimising entrainment of other

neural rhythms at integer ratios of the entrainment frequency.

2. A stimulation device according to claim 1, wherein the stimulation periods are

dithered by toggling between a predetermined set of stimulation periods.

3. A stimulation device according to claim 2, wherein the stimulation periods are

dithered with stimulation periods that have lengths varying in a predetermined cycle.

4. A stimulation device according to claim 3, wherein the predetermined cycle

comprises different lengths in each period of the stimulation signal.

5. A stimulation device according to claim 3, wherein the predetermined cycle

comprises the same length in consecutive groups of periods.

6. A stimulation device according to claim 1 or 2, wherein the stimulation periods are
dithered with stimulation periods that are randomly selected from a predetermined

distribution of stimulation periods.

7. A stimulation device according to any one of the preceding claims, wherein the
stimulation periods are dithered with a distribution of stimulation periods that is

symmetric.

8. A stimulation device according to claim 7, wherein the distribution is a uniform

distribution.

9. A stimulation device according to claim 7, wherein the distribution is a
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non-uniform distribution.

10. A stimulation device according to any one of claims 1 to 6, wherein the stimulation

periods are dithered with a distribution of stimulation periods that is asymmetric.

1. A stimulation device according to claim 10, wherein the distribution has a value of

Fisher’s moment coefficient of skewness that is 0.2 or less.

12. A stimulation device according to any one of the preceding claims, wherein the
stimulation periods are dithered with a distribution of stimulation periods that has a
standard deviation of 0.5¢Tavg or less, preferably V(1/12) sTavg or less, or more preferably

0.2eTavg or less, where Tavg is the average length of the periods in the distribution.

13. A stimulation device according to claim 10, wherein the distribution has values in a
range from 0.5¢Tavg to 1.5¢Tavg, where Tavg is the average length of the periods in the

distribution.

14. A stimulation device according to any one of the preceding claims, wherein an
amplitude of the stimulation signal and/or one or more parameters of the dithering of the
stimulation periods of the stimulation signal are selected to obtain entrainment of the target
neural rhythm at a target level while maintaining entrainment of the other neural rhythms

below a predetermined limit.

15. A stimulation device according to any one of the preceding claims, wherein the
device further comprises a control circuit arranged to receive a feedback signal
representing measurements from the subject and to adjust the stimulation signal in

response to the feedback signal.

16. A stimulation device according to claim 15, wherein the feedback signal is an

electrophysiological signal representing neural rhythms of the subject.

17. A stimulation device according to claim 15 or 16, wherein the control circuit is
arranged to adjust the stimulation signal to obtain entrainment of the target neural rhythm

at a target level while maintaining entrainment of the other neural rhythms below a
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predetermined limit.

18. A stimulation device according to any one of claims 15 to 17, wherein the
adjustment of the stimulation signal is adjustment of an amplitude of the stimulation signal
and/or one or more parameters of the dithering of the stimulation periods of the stimulation

signal.

19. A stimulation device according to claim 18, wherein the one or more parameters of
the dithering of the stimulation periods of the stimulation signal include the standard

deviation of the distribution of the stimulation periods.

20. A stimulation device according to any one of the preceding claims, wherein the
device further comprises a monitor transducer arranged to measure the electrophysiological

signal representing neural rthythms of the subject.

21. A stimulation device according to any one of the preceding claims, wherein the

stimulation signal comprises stimulation pulses.

22. A stimulation device according to any one of the preceding claims, wherein the
stimulation device further comprises a stimulation transducer arranged to receive the

stimulation signal for applying the stimulation signal to the nervous system of the subject.

23. A stimulation device according to any one of the preceding claims, wherein the

target neural rhythm is a neural rhythm for treatment of a neurological disorder.

24, A stimulation device according to any one of the preceding claims, wherein the

neural stimulation is electromagnetic stimulation.

25. A stimulation device according to claim 24, wherein the electromagnetic

stimulation is deep brain stimulation.

26. A method of operating a neural stimulation device for selective entrainment of a
target neural rhythm of a subject, the method comprising causing a stimulation circuit to

generate a stimulation signal that is periodic and has stimulation periods that are dithered
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with an average period corresponding to an entrainment frequency of the target neural
rhythm such that neural stimulation using the stimulation signal is capable of causing
entrainment of the target neural rthythm at the entrainment frequency and minimising

entrainment of other neural rhythms at integer ratios of the entrainment frequency.

27. A method according to claim 26, wherein the method further comprises:
receiving a feedback signal representing measurements from the subject; and

adjusting the stimulation signal in response to the feedback signal.

28. A method according to claim 26 or 27, wherein the feedback signal is an

electrophysiological signal representing neural rhythms of the subject.

29. A method according to claim 28, wherein the step of adjusting the stimulation
signal is performed to obtain entrainment of the target neural rthythm at a target level while

maintaining entrainment of the other neural rhythms below a predetermined limit.

30. A method according to any one of claims 27 to 29, wherein the adjustment of the
stimulation signal is adjustment of an amplitude of the stimulation signal and/or parameters

of the dithering of the stimulation periods of the stimulation signal.

31. A method according to claim 30, wherein the one or more parameters of the
dithering of the stimulation periods of the stimulation signal include the standard deviation

of the distribution of the stimulation periods.

32. A method of treatment of a neurological disorder of a subject, the method
comprising:
selecting a target neural rhythm for treatment of the neurological disorder;
performing a method of operating a stimulation device according to any one of
claims 1 to 25 for entrainment of the target neural rhythm; and

applying the stimulation signal to the nervous system of the subject.
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Claims Nos.: 26-32

The method defined in claim 26 and claims 27-32 dependent thereon relates
to therapeutical treatment of the human or animal body. This is due to
the fact that a method of "operating" a neural stimulation device at
least implicitly encompasses also its intended use, i.e. the neural
stimulation itself, which may have (and in view of the description is
actually intended to have) a therapeutic effect. Thus, claims 26-32 are
covered by the provisions of Article 17(2) (a) (i) PCT and Rule 39.1 (iv)
PCT, i.e. the International Search Authority cannot be required to
perform the search on their subject-matter. Moreover, according to
Article 34 (4) (a) (i) PCT and Rule 67.1 (iv) PCT, no examination is
required to be carried out on these claims.
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