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Different Subtypes of Striatal Neurons Are Selectively
Modulated by Cortical Oscillations
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The striatum is the key site for cortical input to the basal ganglia. Cortical input to striatal microcircuits has been previously studied only
in the context of one or two types of neurons. Here, we provide the first description of four putative types of striatal neurons (medium
spiny, fast spiking, tonically active, and low-threshold spiking) in a single data set by separating extracellular recordings of sorted single
spikes recorded under halothane anesthesia using waveform and burst parameters. Under halothane, the electrocorticograms and
striatal local field potential displayed spontaneous oscillations at both low (2–9 Hz) and high (35– 80 Hz) frequencies. Putative fast
spiking interneurons were significantly more likely to phase lock to high-frequency cortical oscillations and displayed significant cross-
correlations in this frequency range. These findings suggest that, as in neocortex and hippocampus, the coordinated activity of fast
spiking interneurons may specifically be involved in mediating oscillatory synchronization in the striatum.

Introduction
The striatum is the major source of input to basal ganglia net-
works and receives afferents from nearly all cortical areas (Bolam
et al., 2000). The entrainment of striatal neurons to thalamocor-
tical rhythms suggests a high sensitivity of these networks to
global forebrain dynamics (Gervasoni et al., 2004). Striatal pro-
jection and interneurons recorded from awake rats are entrained
by slow-wave, high-voltage spindle and theta oscillations from
the cerebral cortex and hippocampus in a topographical manner
(Berke et al., 2004; Dejean et al., 2007). Phase locking of single
striatal neurons to high frequencies has not been demonstrated
(Berke et al., 2004).

Medium spiny neurons (MSNs), the projection neurons of
the striatum, are GABAergic and comprise �97% of the rat stri-
atum (Rymar et al., 2004). They receive both cortical and tha-
lamic synaptic inputs on the heads of their dendritic spines
(Groenewegen and Berendse, 1994; Bolam et al., 2000). The re-
maining striatal neurons are made up of four different types of
aspiny interneurons. “Giant” aspiny interneurons that release
acetylcholine are generally agreed to correspond to the tonically
active neurons (TANs) recorded extensively in primates in vivo
(Tepper and Bolam, 2004). The unique ion channel properties of
TANs, as defined in vitro, suggest that these characteristic features
of their spike trains could be intrinsically generated (Bennett et
al., 2000; Wilson, 2005).

The remaining striatal neurons are GABAergic interneurons that
can be differentiated neurochemically. Parvalbumin-positive neu-
rons receive input from diverse cortical areas, suggesting a role in
integration of cortical inputs in the striatum (Ramanathan et al.,
2002). Electrophysiologically, they resemble the fast spiking inter-
neurons (FSIs) found in the cerebral cortex and hippocampus
(Kawaguchi and Kondo, 2002; Somogyi and Klausberger, 2005),
where their coordinated activity underlies the entrainment of net-
works to global low-frequency oscillations and to local high-
frequency oscillations (Klausberger et al., 2003; Bartos et al., 2007;
Tukker et al., 2007). Although there is evidence that putative FSIs in
the striatum are strongly entrained to low-frequency (�10 Hz) cor-
tical oscillations (Berke et al., 2004), it is unclear whether this prop-
erty is specific to FSIs and whether it also applies to higher frequency
activities. Anatomical evidence suggests that the synchronized firing
of these neurons could coordinate striatal activity (Kawaguchi, 1993;
Ramanathan et al., 2002). GABAergic interneurons without parval-
bumin, but expressing neuropeptide Y and somatostatin, can be
differentiated electrophysiologically in vitro as they display low-
threshold calcium spikes (LTSs) (Tepper and Bolam, 2004). A third
type of GABAergic interneuron, expressing the calcium binding pro-
tein calretinin, has also not been characterized electrophysiologically
in vivo, although there is anecdotal evidence that they may also dis-
play LTSs (Tepper and Bolam, 2004).

Here, we demonstrate that extracellular recordings of striatal
neurons under halothane anesthesia can be convincingly separated
into four putative subtypes. This enables us for the first time to
separately analyze and compare their relationship to spontaneously
occurring high- and low-frequency oscillations. The results provide
strong evidence that putative GABAergic interneurons could control
the propagation of oscillations in the corticostriatal pathway.

Materials and Methods
Animal preparation. The experiments were performed on nine male
Brown-Norway rats weighing 200 –300 g. Precautions were taken to
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avoid pain and stress in accordance with the German law for the protec-
tion of animals and National Institutes of Health Guidelines on the Care
and Use of Laboratory Animals. The animals were kept under controlled
environmental conditions (ambient temperature, 20°C; 12 h light/dark
cycle). A standard diet and water were allowed ad libidum. After initial
anesthesia with ketamine (20 mg/kg, i.p.) and xylazine (5 mg/kg, i.p.),
animals were tracheotomized, artificially respirated (70% O2/30% N2O/
0.5–1% halothane), and fixed in a stereotactic frame. After trepanation
and removal of the dura, the cortex was exposed bilaterally to allow the
placement of two hydraulic microdrives (FHC). To ensure stability of
anesthesia, electrocardiograms were constantly monitored and all ani-
mals were respired at a rate adjusted to maintain an endexpiratory CO2

level of 3.5– 4% (small animal ventilator, model 683; Harvard Instru-
ments) as measured by a CO2 analyzer (Capstar 100; CWE). Body tem-
perature was monitored and maintained at 36.5–37.5°C using a homeo-
thermic blanket (Fine Science Tools). Whereas halothane level was kept
at 1% during all preparatory manipulations, it was kept constant at 0.5–
0.7% throughout the recording sessions. At the end of each experiment,
the animals were killed with a lethal overdose of pentobarbital (200 mg/
kg, i.p.) and electrolytic lesions (20 �A/20 s) were made to mark the
recording sites within the respective target structure. Subsequently, rats
were perfused transcardially with saline and then with buffered formalin.
To verify the recording locations, fixed brains were sectioned and stained
for Nissl and acetylcholinesterase (supplemental Fig. 1 A, available at
www.jneurosci.org as supplemental material). Pilot experiments were
performed under ketamine/xylazine anesthesia (100 mg/kg ketamine/10
mg/kg xylazine) using the procedure, with the exception that the animals
were breathing freely. Additional dosages of ketamine were given at reg-
ular intervals (every 60 –90 min).

Recording and data acquisition. In each hemisphere, four tungsten elec-
trodes (FHC; impedance, 200–800 k�) were independently targeted to the
desired recording site. Distances between electrodes varied between 300 and
1000 �m. Recording sites were sensorimotor cortex (Cx) and the caudate–
putamen complex (CPu). All striatal cells were recorded from a limited
region of the CPu (1.0 mm anterior to 1.5 mm posterior to bregma), on both
medial and lateral sides of the striatum (2.5–4.0 mm lateral to bregma). The
recording depth varied depending on the desired target structure from 0 to
2.0 mm (Cx) and 2.5 to 6.0 mm (CPu), respectively. Electrodes were left in
place for a minimum of 5 min to allow stabilization before recording. Neural
activity that could not unequivocally be attributed to either cortex or stria-
tum was not included in this study. During the course of each experiment,
neural activity was recorded from two or three different trajectories varying
in the rostrocaudal plane.

Additionally, electrocorticographic (ECoG) recordings were performed
using two skull screws placed above both ipsilateral and contralateral senso-
rimotor cortices (2.7–3.0 mm anterior to bregma, 2.0 mm lateral). A refer-
ence electrode was placed on the skull 4 mm anterior to bregma. Signals from
each electrode were preamplified, amplified and differentially filtered (Multi
Channel Processor; Alpha Omega). From the broadband recordings (1 Hz to
5 kHz), we extracted single-cell action potentials (single-unit activity),
multiple-unit spike activity (multiunit activity) (both bandpass filtered 500
Hz to 5 kHz), and local field potentials (LFPs) (bandpass filter, 1–100 Hz).
Whereas ECoG waves were used as correlates of a coherent synaptic activity
in cortical neurons, striatal LFPs were used as such in striatal neurons. In
some of the recordings, a notch filter was used to eliminate line noise at 50
Hz, and we therefore consistently excluded the bins at 50 Hz from the spec-
tral analysis of these signals. Additionally, we verified in the ECoG and LFP
that potentially induced phase jumps across the notch filter frequency were
small (�10°) by estimating the average phase differences between neighbor-
ing frequency bins of their Fourier spectrum in nonoverlapping sliding win-
dows of 10 s.

Recordings used for analysis had a minimum length of 184 s (mean,
782 � 33 s) each with between one and eight recorded single units.
Recordings with obvious artifacts were discarded. Bipolar derivations of
LFPs were used only when two electrodes were in the striatum of the same
hemisphere. Because LFPs were recorded on only two electrodes per
hemisphere, some unit recordings did not have a corresponding bipolar
LFP. Single units from the same electrode were not used in any
correlation-based analysis because of possible shadowing effects (Bar-

Gad et al., 2001). Unless stated otherwise, units from both hemispheres
were included in all analyses. All data analysis was performed by using
Matlab and its Signal Processing Toolbox (Mathworks).

Spike detection and characterization of unit subtypes. Spike detection
was performed off-line by a level crossing algorithm. The threshold value
was set sufficiently high above the noise level to avoid artificial triggers by
noise peaks (mean threshold � SD, 7.4 � 2.7 �). When possible, multiple
single units were separated on the basis of several waveform parameters,
including principal components, signal energy, peak time, and other
distinguishing features (Offline-Sorter; Plexon). Spike durations were
obtained by reading the time difference between cursors placed at the
points at which the averaged spike waveform departed and returned to
baseline. A mean of 3686 digitized spikes was averaged to characterize the
spike waveform for a given cell.

After spike sorting, the width of each phase of each spike was calculated
using a peak finding algorithm. Spikes were then clustered using three
parameters related to the length of the waveform: the length of the total
initial deflections, the length of the valley, and the sum of these two
parameters. Similar parameters have been previously used to discrimi-
nate putative striatal projection neurons and interneurons (Berke et al.,
2004). Clustering was performed using a K-means supervised clustering
algorithm and was performed using both a value for each record and for
each neuron. As waveform shapes remained highly stable across record-
ings (i.e., when other electrodes were moved), this made little difference
to the result. Final classification used clustering using the individual
records, which slightly improved the estimate.

Detection of LTS bursting. All spike trains were examined for evidence
of LTS bursts. To characterize the types of bursts in the data, we used the
methods of Jeanmonod and colleagues (Jeanmonod et al., 1996; Sarn-
thein and Jeanmonod, 2007), which examine three main criteria. In line
with these studies, a burst here was defined simply as two or more spikes
with interspike intervals (ISIs) of �10 ms. First, a standard ISI histogram
for LTS neurons should be bimodal and have a peak �10 ms. Second, the
duration of ISI was tested for a positive correlation with the ordinal of the
ISI in each burst for bursts of comprising two to five spikes. Third, in
the majority of bursts, the second spike should be smaller than the first. If
65% of 50 randomly selected bursts displayed this characteristic, this
third criterion was considered to be met. Only neurons that passed all
three criteria were considered LTS positive.

Cross-correlation analysis of spike trains. In recent years, analysis of the
oscillatory properties and correlation between multiple neurons is in-
creasingly performed directly in the frequency domain (Rivlin-Etzion et
al., 2006; Witham et al., 2007). Here, we chose to analyze unit activity first
in the time domain, to avoid the assumption that the correlations be-
tween neurons would be oscillatory. To this end, we compared the max-
imum correlations, number of significant correlations, and the Fourier
transform of the cross-correlation to characterize the absolute correla-
tion, the likelihood of correlation, and the oscillatory content of the
correlation, respectively.

Raw cross-correlations were calculated for each pair of spike trains and
normalized by removing the mean correlation across the lag range. The
aim of the analysis was to detect pairs of spike trains in which the number
of coincidences and/or oscillatory properties were significantly different
than those that would be predicted by the first-order characteristics of the
spike train (i.e., rate and interspike interval distribution). To this end,
cross-correlations were calculated using surrogate spike trains con-
structed by globally shuffling the interspike intervals of both neurons and
calculating their correlation 1000 times. This produced a null hypothesis
distribution for each lag point. The real correlation was then converted to
a t score (the number of SDs of the true correlation from the mean of the
null hypothesis) that was used as a measure of the correlation strength, as
it is dependent mainly on the temporal locking of the two spike trains.
The maximum absolute t score within the center of the cross-correlation
(0 � 0.25 s) was used for statistical comparison. The absolute score
indicates how strongly the neurons influenced each other, regardless of
the sign. A cross-correlation was considered significant at a given lag if it
was outside 2 SDs of the null hypothesis (again, significantly positive and
negative correlations are grouped together). This criterion was used to
construct significance histograms (see Figs. 5–7), which were used to
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investigate the likelihood of significant correlation between a specific
pair type at a given lag.

Correlation strength was calculated in this way for each pair of spike
trains using two sets of parameters. To maximize the detection and visu-
alization of low- and high-frequency activities, a 2 s and a 0.2 s window
were used, respectively. In cross-correlation-based analysis, large-
amplitude common elements at low frequencies tend to dominate (Chal-
lis and Kitney, 1990). To test for any correlation between spike trains at
higher frequencies, cross-correlations calculated with the smaller win-
dow were high-pass filtered at 30 Hz. To smooth the low-frequency
activities, a 10 Hz low-pass filter was also used for some analyses. In both
cases, a two-pole Butterworth filter was applied. Additionally, the Fou-
rier transform of the higher resolution cross-correlation was used to
evaluate the amplitude of oscillations in the correlations. As the Fourier
transform (as opposed to windowed power spectral estimate) is vulner-
able to outlying values, a multitaper approach, with three tapers, was
used to stabilize the estimate. For analysis of low- and high-frequency
activity, the center 0.5 and 0.3 s of the cross-correlation were used, re-
spectively. This process was performed on the t score, which ensured that

the amplitude of the oscillations in the cross-
correlation were the result of temporal correla-
tions above those expected because of the pri-
mary spiking statistics.

Unless otherwise stated, statistical compari-
sons between different putative neuron groups
were calculated using Wilcoxon’s rank sum test
with Bonferroni–Holmes step down correc-
tions for multiple comparisons. For selected
analysis, results that were significant without
the corrections are indicated with one asterisk
and those significant with the correction are in-
dicated with two asterisks (for details, see indi-
vidual figure legends).

Spectral analysis of LFPs. For LFPs, all spectral
parameters were computed using 0.25 Hz resolu-
tion [4040 points/fast Fourier transform (FFT)
window] to allow separation of low-frequency ac-
tivities, and with a Hanning window to prevent
spectral leakage. Coherence was computed using
the same parameters and the square root of the
coherence was Fisher transformed to normalize
the variance before any averaging or statistical
analysis (Rosenberg et al., 1989). Coherence was
calculated between the ECoG and the raw, mo-
nopolar LFP and the bipolar derivation of the
LFPs in the same hemisphere.

The coherence between the ECoG and the
bipolar derivation should provide a measure of
coupling relatively free from volume conduc-
tion and global noise. However, it is possible
that coherence after bipolar derivation could be
contaminated by subtraction artifacts or, con-
versely, underestimates the real coherence. To
try to counter these problems, the phase spectra
was calculated for the ECoG to each monopolar
and bipolar pair, together with 95% confidence
limits as described by Halliday et al. (1995). A
detailed investigation of the phase relations be-
tween cortex and striatum is beyond the scope
of this study, as the phase delay is ambiguous in
complex systems, unless used together with
complementary techniques (Cassidy and
Brown, 2003). Therefore, we used confidence
limits of the phase spectra to establish the inci-
dence of nonzero phase coupling across the fre-
quency range. By definition, if at a given fre-
quency the number of phase values with
confidence intervals excluding 0 and �180°
(which could be attributable to an arbitrary po-
larity reversal) greatly exceeds 5% (the propor-

tion that would be expected by chance), the data would be incompatible
with a situation in which volume conduction or noise are responsible for
all of the significant coherence (Magill et al., 2006). In the case of bipolar
derivations, these results would also argue against coherence caused by
subtraction artifacts (Magill et al., 2006). This was statistically evaluated
by using Fisher’s exact test to compare the sum of nonzero values across
a given frequency bands to the number that would be expected by chance
for all the ECoG-striatal LFP pairs within each animal.

To investigate the fundamental frequencies in the ECoG and LFP data,
we used the correlation matrix method previously described by Masi-
more et al. (2004) that has successfully been applied to basal ganglia LFP
data (Fogelson et al., 2005; Masimore et al., 2005). Briefly, power spectral
parameters were calculated in short time windows (10 s/5 s overlap or
12 s/6 s overlap). The correlation coefficient was calculated for all values
across time for each frequency bin against all other frequency bins from
0.5 to 100 Hz with a frequency resolution of 1 or 0.25 Hz to examine high
and low frequencies, respectively. Correlations that were not significant
after Bonferroni’s correction were then set to zero. Significant correla-

Figure 1. LTS bursting in striatal neurons under halothane anesthesia. A–D, Burst and interspike interval analysis of a putative
parvalbumin negative interneuron displaying LTS bursts. A, Interspike interval histogram of a single LTS-positive neuron. Note the
bimodal distribution with a peak �10 ms. The inset shows an example of a single burst from this neuron. B, The ISI return plot of
the same neuron shows asymmetry at the diagonal�10 ms showing that the interburst interval is not constant. This is elaborated
in C, which demonstrates that the interspike interval positively correlates with its ordinal in the burst shown for bursts consisting
of up to five ISIs. D, The length of the first interspike interval decreases together with the number of spikes in the burst. E, F, Plot
of the mean ordinal (E) and ISI histogram (F ) showing that these features are consistent in all the neurons demonstrating LTS
bursting. The shaded areas in F show the SEMs across neurons.
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tions were separated into positive and negative
correlations and Fisher transformed before av-
eraging. Positive/negative separation was per-
formed to clarify visualization and reveal
whether there were both positive and negative
correlations in different records, which would
not be clear after averaging (averaged signifi-
cant positive and negative correlations could
result in a false zero). Correlation matrices for
each record were first averaged within animals
and subsequently across animals. Correlations
therefore had to be highly consistent within and
between animals to result in a high coefficient in
the final analysis. Correlation matrices provide
two types of information. First, patches on the di-
agonal demonstrate covariation in power over
time, indicating that these frequencies form a
functional band. Second, significant values out-
side the diagonal show correlation between the
involved bands (for more details, see Results).

Analysis of spike-field phase locking. Oscilla-
tory modes of field potentials are commonly
considered as an indicator of coordinated net-
work dynamics (Elul, 1971; Mitzdorf, 1985;
Logothetis and Wandell, 2004). To explore how
the spiking activity of identified neurons is re-
lated to this rhythmic activity, we evaluated the
phase relationship between the ECoG/LFP sig-
nal and the spiking activity of single units. To
this end, we expanded on current methods
originating from phase synchronization analy-
sis (cf. Varela et al., 2001; Friedrich et al., 2004)
to study the instantaneous phase of the field
potentials at spike times.

ECoG and LFP signals were filtered using a
neutral-phase bandpass filter (sixth-order Butter-
worth), in which the width of each of the 50 de-
fined pass bands (centered on frequencies from 2
to 126 Hz) was chosen as �15% of the respective
center period (exemplified in Fig. 4A for three
different frequencies). In a subsequent step, the
instantaneous phase of the field potentials was cal-
culated from the analytic signal obtained via the
Hilbert transformation (for details, cf. Lachaux et
al., 1999; Le Van Quyen et al., 2001). In this for-
malism, troughs of the LFP correspond to a phase
of 180°. The calculation of the analytic signal can
be applied to arbitrary signals, but its interpreta-
tion as instantaneous phase is difficult if the signal
contains time periods in which either the ampli-
tude becomes too small to discriminate the oscil-
lation from background noise, or in which the
regular oscillation is disrupted (Boashash, 1992).
To account for these effects, we discarded all cal-
culated phase values that violated the monotonic-
ity of the phase time series or exhibited instanta-
neous phase jumps.

We then analyzed the distributions of ex-
tracted phase values (Denker et al., 2007) using
tools from circular statistics (Mardia and Jupp,
2000). In particular, we obtained the mean
phase � of the circular average,

Rei� � �
i

N

ei��ti�,

where �(ti) indicates the phase of the field po-
tential at time ti of spike i. In addition, we used

Figure 2. Separation of striatal neuron subtypes based on waveform parameters and LTS bursting. A, The parameters of
mean waveforms for each neuron were plotted against each other, revealing three clear clusters, which were verified using
a clustering algorithm. B, The clusters corresponded to three types of waveforms, which could be distinguished by eye
after sorting. Long waveforms (red cluster/waveform) and very short waveforms (green cluster/waveform) correspond to
previous descriptions of cholinergic neurons, usually referred to as tonically active neurons (pTANs) and parvalbumin-
positive GABAergic interneurons, usually referred to as fast spiking interneurons (pFSIs), respectively. The majority of
neurons had a waveform between these two extremes (blue cluster/waveform) and were thought to be putative medium
spiny projection neurons (pMSNs). With one exception, all of the neurons identified as LTS positive (black spheres) were in
this middle cluster (A) and are also shown separately (inset). C, D, Histograms of the rate and burstiness of putative
neurons; color codes are as above. C, The rate of all putative interneuron types was significantly higher than that of the
pMSNs. D, pLTS units had a significantly larger burst rate than all other putative neuron types. In addition, pFSIs were
burstier than pTANs and pMSNs. E, The normalized interspike interval histograms averaged across all putative neuron
types showed clear variations between the subtypes. F, LTS neurons had significantly more ISIs �10 ms than any other
type. In the other time windows analyzed, there were significant differences between all putative subtypes.Error bars
indicate SEM. Asterisks indicate significance with Bonferroni–Holmes correction.
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the transformation of the vector strength R to the circular SD
� � �� 2 log R as a measure of the concentration of the phase distri-
bution. For small values of �, this measure relates to the SD of a normal
distribution, whereas for flat distributions �3 �.

We quantified whether the spikes recorded from each neuron showed a
significant phase preference using two distinct criteria. First, we tested
against the null hypothesis that the phase sample was taken from the uniform
circular distribution (Rayleigh’s test), which would be expected assuming a
regular (e.g., filtered) field potential and an independent spike train with a
Poisson spiking statistics. However, deviations from this assumption toward
more regular spike trains as observed in this study could impose a certain
degree of chance locking between the two signals. To examine whether phase
distributions showed a stronger phase preference than expected given their
underlying spiking statistics, we tested the measured value of the vector
strength R against the distribution of R obtained from 1000 surrogates con-
structed from the original data. For each surrogate, we locally shuffled the
interspike intervals of the recorded spike train in nonoverlapping windows
of 10 s, while keeping the field potential trace unchanged. By doing so, we
aimed to destroy the phase relation to the field potential, while retaining to
first order the regularity of the spike train and respecting the overall rate
profile. Unless otherwise stated, we say that a neuron has a nonuniform
phase distribution if it passes the first criterion based on the Rayleigh’s test,
and that it is locked with respect to the surrogates if it passes the second, more
restrictive criterion.

Results
Detection of low-threshold spike bursts allows separation of
putative parvalbumin-negative GABAergic interneurons (pLTS)
LTS bursting is a common feature of thalamic neurons during sleep
(Llinás and Steriade, 2006) and can be reliably detected in extracel-
lular recordings (Jeanmonod et al., 1996; Lacey et al., 2007). In vitro
recordings have shown that, in the striatum, only parvalbumin-
negative GABAergic interneurons display LTS bursting in response
to current injection (Tepper and Bolam, 2004). Figure 1, A–D, shows
an example of a single neuron displaying all the key features of LTS
bursting. These include a bimodal ISI histogram with a peak �10
ms, a positive correlation between the ISI and ordinal of the ISI in the
burst, and a negative correlation between the first ISI and the size of
the burst. In total, 15 neurons (21 recordings) in the sample matched
the two key markers of LTS (i.e., an increase in ISI with the ordinal of
the spike in the burst and a significant number of ISIs �10 ms).
Figure 1, E and F, shows that these properties were highly consistent
within the LTS-positive population. In addition, these neurons had a
high percentage of bursts with a smaller second spike than the first
(83 � 10% SD). LTS-positive neurons were recorded in five of nine
animals across a range of depths. These LTS-displaying neurons
were considered to be putative parvalbumin-negative GABAergic
interneurons (pLTS). Recordings of pLTS, and all other neuron
types, were highly stable across hundreds of seconds (supplemental
Fig. 1C, available at www.jneurosci.org as supplemental material),
and bursts were therefore unlikely to be the result of injury discharge
or other phenomenon related to recording conditions.

Clustering of unit waveforms allows separation of three unit
subtypes verified by physiological criteria
Previous studies have described the different waveform proper-
ties of different striatal neurons that have been subsequently la-
beled (Wilson et al., 1990; Kawaguchi, 1993; Mallet et al., 2005).
We plotted three waveform parameters from all recorded neu-
rons: the peak, initial first deflections, the valley and the sum of
the two. These parameters yielded three clusters, which could be
clearly separated by a supervised clustering algorithm (Fig. 2A).
The long waveforms (red) of one of the clusters correspond to
previous descriptions of giant cholinergic interneurons, often
called TANs, and we therefore consider these cells to be putative

neurons of this type (pTANs). Conversely, waveforms in the clus-
ter with the shortest waveforms (green) match descriptions of
parvalbumin-positive GABAergic interneurons, putative fast
spiking interneurons (pFSIs). The majority of neurons had a
waveform between these two extremes, conforming to previous
reports of medium spiny projection neurons (pMSNs). The vast
majority of waveforms for pLTS neurons were found in the cen-
tral pMSN cluster, consistent with previous reports that their
waveform is longer than FSIs (Kawaguchi, 1993) (Fig. 2A, inset).
One pLTS waveform was in the pTAN cluster, but lacked the
distinctive shape seen in the majority of pTAN waveforms (Fig.
2A). As there are no reports of LTS bursting in TANs, this may
have been attributable to the electrode being particularly close to
the soma (Gold et al., 2006), as indicated by the high signal-to-
noise ratio in the recordings of that neuron. The consistency of
the waveform shape across long periods of time (600 –1500 s)
could be clearly demonstrated in individual examples of each
putative subtype in different animals (supplemental Fig. 2, avail-
able at www.jneurosci.org as supplemental material).

The second step was to verify the separation using known
physiological properties of the neurons that are independent of
waveform and LTS-related parameters. The mean rate of the
pMSNs was significantly lower than all other putative subtypes
(Fig. 2C, Table 1). In addition, pFSIs had a significantly higher
rate than pLTS cells. Both pLTSs and pFSIs had more bursts per
second than pMSNs and pTANs using the burst criteria applied
for LTS analysis (Fig. 2D, Table 1). The mean firing rate of the
pFSIs (�6 spikes/s), although on first reflection seems low, is
faster than that observed in histologically identified FSIs recorded
under ketamine anesthesia (Mallet et al., 2005) and within the
range seen in the awake animal (Berke et al., 2004). Finally, the
normalized interspike interval histogram was compared using
four different windows (4 –10, 11– 80, 100 –250, 251–500 ms).
Clear differences could be seen in the profile of the ISI histogram
for each putative subtype (Fig. 2F, Table 2). The ISI histogram for

Table 1. Statistical comparisons of rate and burst parameters

Cell type pFSI pTAN pLTS

Rate pMSN p � 0.0001 p � 0.0001 p � 0.02
pFSI NS p � 0.01
pTAN NS

Burst (10 ms ISI) pMSN p � 0.0001 NS p � 0.00001
pFSI p � 0.0046 p � 0.005
pTAN NS

Significance is noted only after Bonferroni–Holmes correction within each parameter.

Table 2. Statistical comparisons of normalized ISI histogram

Time window Cell type pFSI pTAN pLTS

4 –10 ms pMSN 0.0230 NS �0.0001
pFSI 0.0030 0.0001
pTAN 0.0004

10 – 80 ms pMSN 0.0000 NS NS
pFSI NS 0.0001
pTAN NS

100 –250 ms pMSN 0.0007 0.0002 NS
pFSI NS NS
pTAN 0.0032

250 –500 ms pMSN NS 0.0111 NS
pFSI 0.0034 NS
pTAN 0.0043

ISI histograms were calculated between 1 and 912 ms and normalized. Significance is noted only after Bonferroni–
Holmes correction within each window.
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pTANs was unimodal with a clear peak
�250 ms, consistent with a regular firing
rate of 4 –5 Hz as previously described in
several preparations (Aosaki et al., 1995;
Bennett et al., 2000; Apicella, 2007). In
contrast, pFSIs consistently had a bimodal
distribution suggestive of bursting with a
longer interburst interval compared with
LTS neurons with a peak at �20 ms, con-
sistent with subsequently labeled record-
ings under ketamine (Mallet et al., 2005)
(Fig. 2D). In vitro studies have led to the
suggestion that this is the likely firing pat-
tern for FSIs in vivo (Tepper and Bolam,
2004). Significant differences were found
between all combinations of putative neu-
rons in at least one of these windows (Fig.
2D, Table 2).

Halothane anesthesia leads to multiple
interrelated oscillatory activities
Spontaneous population activity in cortex
and striatum, in the form of LFPs and
ECoGs, has been extensively characterized
under urethane and/or ketamine/xylazine
anesthesia, but far less so using volatile an-
esthetics. We observed spectral properties
of these population signals under halo-
thane that markedly differed from those
reported under ketamine-based anesthe-
sia. Power spectra from striatal LFPs and
ECoG displayed prominent peaks in the
delta range (2– 4 Hz) and the gamma range
(40 – 80 Hz), which were highly consistent
across animals (Fig. 3A–C). Both peaks
were reduced, but clearly present in the bi-
polar derivations of both the striatal LFP
power and the coherence between the
ECoG and striatal LFP, suggesting that
they were not the result of volume conduc-
tion between the two structures (Fig. 3A–
C). This was supported by analysis of the
phase spectra, which demonstrate that,
even in the monopolar case, the percent-
age of coherence values with nonzero
phase was well above chance across the fre-
quency range from 1 to 100 Hz (supplemen-
tal Fig. 4, available at www.jneurosci.org as
supplemental material). The bands with the
highest monopolar coherence, 2–4 and
40–80 Hz (excluding 48–52 Hz, which
could be affected by line noise), had the larg-
est percentage of nonzero phase delays
(�60–70%), suggesting that the frequencies
with the highest coherence were attributable
to neuronal interaction and not volume con-
duction, which would be expected to have a
delay incorporating 0° or �180°. For ECoG
and bipolar-LFP pairs, the distribution of
nonzero coupling was more evenly distrib-
uted across the frequency spectra, as previ-
ously shown for similar data (Magill et al.,
2006). At these frequency ranges, the sum of

Figure 3. Spontaneous corticostriatal population activity under halothane anesthesia. A, B, The power spectra of the ECoG (A)
and striatal LFP (B) have two prominent peaks at low (�4 Hz) and high frequencies (40 –75 Hz). C, These activities are coherent
between the structures whether using the monopolar (blue) or bipolar (red) striatal LFP. The shaded areas show SEMs across
animals. D, E, Time–frequency analysis of power in the cortex (ECoG; top) and striatum (LFP; bottom) reveals that these peaks are
often composed of more focal activities that wax and wane over time. F, G, The relationship across frequency bins can be described
using correlation matrices in which the Pearson correlation coefficient is calculated for the fluctuations in power over time for each
frequency with all other frequencies between 0.5 and 100 Hz. Hence the diagonal (each frequency correlated with itself) is always
1. The matrices show separately the positive correlations above the diagonal (top) and the absolute value of negative correlations
below the diagonal (note that positive and negative correlations are coded by two distinct color scales). Patches above the
diagonal show neighboring frequencies that covary over time and can therefore be considered as bands (marked by the white
lines). Patches off the diagonal indicate positive and negative correlations between those bands. The matrix for the ECoG shows
two individual bands between 35–55 and 60 – 80 Hz. Activity is negatively correlated between these two frequency ranges within
the gamma band. H, I, The mean bipolar LFP power (H ) and coherence (I ) between the ECoG and LFP showed were similar
between recordings containing each neuron type (blue, pMSN; green, pFSI; red, pTAN; black, pLTS).

4576 • J. Neurosci., April 8, 2009 • 29(14):4571– 4585 Sharott et al. • Cortical Oscillations and Striatal Neurons



nonzero values was significantly above that expected by chance for
both monopolar and bipolar pairs within each individual animal
(Fisher’s exact test, p � 0.0001).

Spectral analysis of large data segments can mask fluctuations
in dominant frequencies over time (Fig. 3D,E). To analyze such
temporal relationships, we used a correlation matrix approach
(Fig. 3F,G), which has been previously used to reveal interfre-
quency relationships in corticobasal ganglia networks (Masimore

et al., 2004; Fogelson et al., 2005). The correlation matrix uncov-
ers two pieces of information. First, continuously significant bins
around the diagonal show frequencies that covary over time. The
matrix for cortical ECoG shows discrete bands in the lower fre-
quencies at 2– 4 and 5–9 Hz, and at high frequencies between
35–55 and 60 – 80 Hz (marked on Fig. 3F). The matrix for striatal
LFP is very similar, although there is also a clear band around beta
frequencies (10 –30 Hz) that is not a prominent feature in the

Figure 4. Phase locking of striatal neurons to ECoG oscillations. A, Sketch of the phase analysis. The raw ECoG signal (left) is filtered separately for different frequency bands, illustrated by three
examples on the right. The instantaneous phases at spike occurrences (ticks) are assessed separately for each frequency band. B, Distribution of the mean phases of each neuron showing a
nonuniform phase distribution ( p �0.05, Rayleigh’s criterion) at a filter center frequency of 3.1 Hz (cutoff at 2.7 and 3.6 Hz). Here, and in the following panels, the distributions are shown separately
for neurons classified as pMSN, pFSI, pTAN, and pLTS. C, Relative number of significantly ( p � 0.05) locked neurons using the Rayleigh (red curve) and surrogate (gray histogram) criteria for
significance evaluation, resolved by the filter center frequency. The expected percentage of false positives of 5% is indicated by the dashed lines. D, Frequency-resolved phase distributions computed
from all spikes recorded from neurons that exhibited a nonuniform phase distribution ( p � 0.05, Rayleigh’s criterion). The color code of each graph is chosen to maximize the contrast by mapping
maximum and minimum values to the same color in all graphs (red and blue, respectively). The absolute values for each graph can be read from the color bar on the right. For each frequency, the
phase distribution was normalized to its sum across the 50 bins of the vertical phase axis, such that a flat distribution would show a probability of 0.02 per bin (marked by a black line in each color
bar). Results are displayed for frequencies, in which 	10% of neurons locked to the ECoG (compare C, red curve). E, Consistency of phase across neurons. Frequency-resolved estimate of the
variability of the mean phase across neurons measured by its circular SD. Low values of this measure indicate consistency of the mean phase across neurons. As in D, for each frequency only neurons
with a nonuniform phase distribution enter the analysis, and results are displayed for a minimum of 10% of the neurons showing such locking. F, Variability of locking strength across neurons.
Histogram of the circular SDs of the phase distributions of each neuron resolved by frequency. Colors indicate counts per bin; their mean is indicated by a white curve. In contrast to D and E, all neurons
enter the distribution regardless of whether they exhibit a nonuniform phase distribution.
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cortex. Second, significant frequencies
outside the diagonal show either positive
or negative correlations between those
bands identified on the diagonal. These
will not be discussed in detail here, but we
point out that the two prominent fre-
quency ranges within the gamma band
(35–55 and 56 – 80 Hz, respectively) are
anticorrelated in their power, providing
additional evidence that they originate in
discrete activities.

A central aim of this work was to com-
pare the oscillatory correlation between
different unit subtypes. This comparison
would be more meaningful if the oscilla-
tory conditions at the level of the cortical
and striatal population were not signifi-
cantly different during the recording of the
different neuronal types. To this end, the
power and coherence of the different re-
cordings was compared in the frequencies
identified by the correlation matrices
based on which units were in each record-
ing [delta (2– 4 Hz), theta (5–9 Hz), low
gamma (40 –55 Hz; excluding 48 –52 Hz,
which could be affected by line noise), and
high gamma (56 – 80 Hz)]. After Bonfer-
roni–Holmes correction for number of
frequency band comparisons, no signifi-
cant difference was found in the normal-
ized ECoG power or monopolar striatal
LFP in any frequency range ( p 	 0.05).
There was also no difference in the nor-
malized bipolar LFP power, arguably the
most accurate measure of the population
activity in the striatum, without any cor-
rection for multiple comparisons (Fig.
3H) (rank sum test, p 	 0.05). Finally, no
significant difference was found in the co-
herence between ECoG and striatal mo-
nopolar and bipolar LFPs (Fig. 3I). It
therefore seems reasonable to conclude
that differences between the oscillatory
properties of different neuron subtypes
were unlikely to reflect global state changes
that can be caused by factors such as vari-
ations in the level of anesthesia across dif-
ferent recordings.

Phase locking of striatal neurons to
cortical oscillations
We examined the phase relationship be-
tween the spiking activity of individual
neurons and the oscillatory ECoG dynam-
ics (Fig. 4A). For each neuron, we ex-
tracted the instantaneous phase at the time of spike occurrences
and calculated its mean. Figure 4B shows the distributions of
mean phases of the population of neurons that showed a signifi-
cant nonuniform phase distribution ( p � 0.05). Results are sep-
arated by the putative neuronal subtype, and relate to the low
delta frequency band. At this frequency, all neuron types showed
a strong tendency to spike shortly after the peak of the ECoG
oscillation cycle, regardless of the strength of the observed phase

locking. For the putative GABAergic interneurons, pFSI and
pLTS, a majority of neurons favored a mean spiking phase that
was slightly advanced by �20 –30° from that of either pMSNs or
pTANs, although significance of this finding could not be estab-
lished because of the small sample sizes.

We quantified the relative number of neurons that were
locked to the ECoG as a function of frequency using two distinct
criteria. In a first step, we tested against the null hypothesis that

Figure 5. Slow correlation between pMSNs and putative interneurons. Correlation between different putative interneurons
and pMSNs was assessed using cross-correlation. For all panels, the color code for pair types is the same: blue, pMSN–pMSN;
green, pMSN–pFSI; red, pMSN–pTAN; black, pMSN–pLTS. A–D, The t score is the number of SDs from the surrogate correlation
distribution calculated from the same neurons with shuffled interspike intervals. The mean t score for each pair type is shown by
the lines (scale on left), with the shaded areas showing the SEM. The histogram shows the percentage of neurons in which 2 SDs
were exceeded at a given lag regardless of the sign of the correlation. More significant correlations than would be expected by
chance were observed between pMSNs and other pMSNs (A), pFSIs (B), pTANs (C), and pLTS cells (D). E, The maximum t score
(between �250 ms) of the correlation was significantly higher for pMSN–pFSI correlations than for pMSN–pTAN and pMSN–
pLTS correlations. F, When the strength of ipsilateral (dark bars) and contralateral (light bars) correlations was compared, only
pMSN pairs showed a significant difference with correlations being stronger between ipsilateral pairs. Error bars indicate SEM.
Asterisks indicate significance without (*) and with (**) Bonferroni–Holmes correction.
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the phase sample was taken from the uniform circular distribu-
tion (Rayleigh’s test), which would be expected assuming a reg-
ular LFP and an independent spike train with a Poisson spiking
statistics (Fig. 4C, red curve). We observed that, for each of the
neuronal subtypes, 60 – 80% of the respective neurons showed
significant phase locking to the low-frequency component with a
peak at 4 Hz. In addition, pMSN, pTAN, and pLTS exhibited a
second smaller peak at �8 Hz (pFSI, 11 Hz). Moreover, pFSIs
showed significant locking at two frequencies not observed for
the other neuron types, identified by a small peak at �15 Hz and
strong component (46%) in the lower gamma band at �35 Hz.
For all other neuron types, the number of neurons with a signif-
icant phase preference at gamma frequencies was only found at
chance level (5%, as indicated by the dashed line in Fig. 4C show-
ing the expected percentage of false positives).

In a second step, we accounted for chance locking caused by
potential regularity of the spike trains by testing the strength of
observed phase locking against surrogates derived by local shuf-
fling of the ISIs (for details, see Materials and Methods). We
observe a similar percentage of significantly locked neurons (Fig.
4C, gray histograms) as for Rayleigh’s test (red line), excluding
the possibility that the observed locking is a trivial consequence of
the underlying spike train statistics.

In Figure 4D, we show the corresponding phase distributions
constructed from all spikes for each frequency, in which the per-
centage of locked neurons exceeded 10% using the test of non-
uniformity (compare Fig. 4C, red curves). For low frequencies, all
neuron types have comparable phase distributions related to the
peaks indicated above. Although these phase distributions for the
delta band frequencies significantly differed in mean and/or vari-
ance for all subtype comparisons (Mardia–Watson–Wheeler test,
p � 0.01), they did not provide a clear criterion for the separation
of the neuronal subtypes. The exceptional locking of pFSI in the
gamma range is associated with a weakly modulated phase distri-
bution. The reason for the broadening of the population-
averaged phase distribution is twofold: First, the mean phases
across individual pFSI neurons were less consistent than ob-
served for other frequencies in which neurons exhibited phase
locking (Fig. 4E). Second, phase distributions obtained from
each neuron were less concentrated compared with those found
in the delta range (Fig. 4F). In conclusion, we observed strong
and similar locking of all neuronal subtypes to the delta frequency
band of the ECoG, but pFSIs in addition expressed locking in the
low gamma frequency band in nearly one-half of all observed
neurons.

To complement these findings, we repeated the previous anal-
ysis in which the reference signal was replaced by an LFP record-
ing (excluding the electrode used to record spiking activity). We
obtained similar results (data not shown), but note two major
differences: the preferred phase consistently differed from that
obtained for the ECoG independent of the neuronal subtype, and
was approximately shifted by 180°. Furthermore, we observed
that the frequency range in which significant locking of pFSI

neurons to gamma oscillations is observed, increased to include
also higher gamma frequencies than 60 Hz. The exclusive en-
trainment of the class of pFSI to gamma frequency oscillations in
both types of field potentials provides evidence that activity of
pFSI neurons is tightly related to cortical and striatal oscillations
in this frequency range.

pMSNs correlate more strongly with putative GABAergic
interneurons than pTANs
Cross-correlations were computed between pMSNs and all si-
multaneously recorded single neurons not recorded on the same
electrode (Fig. 5A–D). All pair types had more significant corre-
lations than would be expected by chance (5%), with the most
correlations occurring around zero lag (Fig. 5A–D, histograms).
The strength of connectivity between different neuron types was
assessed by comparing the maximum t scores (the number of SDs
from the surrogate null hypothesis) for each pair type (Fig. 5E).
pMSNs were significantly more correlated with pFSIs (n � 59)
than pTANs (n � 20; p � 0.004). They were also more correlated
with themselves (n � 80; p � 0.04), although this was not signif-
icant after correction for multiple comparisons. pMSNs–pMSN
pairs were the only type to show a significant difference between
ipsilateral (n � 38) and contralateral (n � 42) pairs ( p � 0.0004),
indicating that pMSNs were more correlated if they were in the
same hemisphere (Fig. 5F). In contrast, differences between
pMSN and putative interneuron pairs were not significant. Low-
frequency correlations between pMSNs, pFSI, and pLTS neurons
could be clearly observed in raw examples (supplemental Fig. 5,
available at www.jneurosci.org as supplemental material). To-
gether, these results indicate that the locality of neuron pairs
affected correlation between the putative projection neurons
more than the correlation between projection and interneuron.

As all pair types showed some evidence of oscillation, we then
compared the amplitude of the cross-correlations at the low fre-
quencies in the ECoG/LFP signals (Fig. 5A–D). In all low-
frequency ranges, the amplitude of the cross-correlation between
pMSNs and pFSI or pLTS neurons was significantly higher than
for pMSN–pTAN pairs (Table 3). pMSN–pFSI pairs where also
more significantly correlated than pMSN–pMSN pairs in the
lowest range. In the 5–9 Hz range, the amplitude of pMSN–pLTS
was also significantly greater than pMSN–pMSN correlations. In
summary, pMSNs showed the highest correlation between them-
selves and putative GABAergic interneurons. Correlations be-
tween putative projection and GABAergic interneurons were os-
cillatory, whereas those with pTANs were usually not.

Pilot recordings under ketamine anesthesia showed that stri-
atal neurons could also be differentiated by waveform and were
strongly correlated when recorded using another anesthetic
preparation (supplemental Fig. 3, available at www.jneurosci.org
as supplemental material).

Correlated activity is stronger between pairs of pFSIs than
between pFSIs and other putative interneurons
More dramatic differences were observed in correlations between
putative interneurons. pFSI pairs were often highly oscillatory
across the whole lag range, and the phase of the oscillation at �5
Hz was consistent enough to accumulate in the mean (Fig. 6A).
Closer examination of individual pairs revealed that correlations
were observed both at very low frequencies (Fig. 6B, top left) and
at 5 Hz (Fig. 6B, bottom left), but that in both cases the correla-
tion was extremely strong and centered around zero. The fre-
quency of the correlation matched the dominant power in the
ECoG (corresponding panels to the right). Correlations between

Table 3. Statistical comparisons of low-frequency power in pMSN cross-correlations

Correlation type 0 –2 Hz 2– 4 Hz 5–9 Hz

pMSNpMSN/pMSNpFSI p � 0.0005 NS NS
pMSNpMSN/pMSNpTAN p � 0.008 p � 0.007 p � 0.002
pMSNpMSN/pMSNpLTS NS NS p � 0.01
pMSNpFSI/pMSNpTAN p � 0.00001 p � 0.0033 p � 0.005
pMSNpFSI/pMSNpLTS NS NS NS
pMSNpTAN/pMSNpLTS p � 0.00005 p � 0.02 p � 0.0001
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pFSIs and pLTS neurons were also common around zero lag
(75% pairs) (Fig. 6C). Strong low-frequency correlations be-
tween pLTS and pFSI cells could be clearly observed in raw cross-
correlation histograms (supplemental Fig. 5, available at www.
jneurosci.org as supplemental material). As with pFSI pairs, anal-
ysis of single pairs showed similar low and 5 Hz correlation as
pFSI pairs, which matched the dominant frequency in the ECoG
power (Fig. 6D).

pFSIs were correlated both with themselves and pLTS neurons
significantly more than with pTANs ( p � 0.0003; p � 0.05) (Fig.

6H). Although strong correlations could be found between pFSIs
and pTANs, they were clearly different in nature. Although the
majority of putative GABAergic interneuron correlations were
significantly positive around zero lag, the significant pFSI–pTAN
correlations were negative with a positive latency when the pFSI
was the reference (Fig. 6E,F). Despite the similar lag and oscilla-
tion of pFSI–pFSI and pFSI–pLTS correlations, pFSI–pFSI pairs
were more correlated than pFSI–pLTS pairs ( p � 0.03) (Fig. 6G),
although this was not significant after correction. A large peak in
the amplitude of the cross-correlation was observed between

Figure 6. Low-frequency cross-correlation analysis between pFSIs and putative interneurons. Cross-correlations between different types of putative interneurons showed marked
differences. For all panels, the color code for pair types is the same: green, pFSI–pFSI; red, pFSI–pTAN; black, pFSI–pLTS. As in Figure 5, the curves in A, C, and E denote the average t score,
and the histogram shows the percentage of neurons in which 2 SDs were exceeded at a given lag regardless of the sign of the correlation. A, Pairs of pFSIs (n � 17) were almost always
significantly correlated at zero phase lag and were often highly oscillatory. B, Two types of correlations were observed, demonstrated here by two representative example neurons. The
top cross-correlation is slow with some oscillation and was accompanied by slow oscillations in the ECoG (right). The bottom correlation is highly oscillatory at �5 Hz and is accompanied
by power at the same frequency in the ECoG (right). ECoG in both cases is averaged across the hemispheres. Note that, in both cases, the t score is large and centered on zero. C, The
majority of pFSI–pLTS pairs (n � 11) were significant near zero lag but showed little evidence of oscillation. D, Analysis of single pairs shows, however, that these pairs also oscillate
depending on the ECoG power (same format as B), albeit less than the FSI pairs. Note that both correlations are centered on zero. E, In contrast, fewer pFSI–pTAN pairs (n � 16) were
significantly correlated and those that were exhibited negative and nonoscillatory correlations. F, In six pairs in which there was a significant t score, however, the pattern of correlation
was highly uniform with a significant drop in coincidences 200 ms after the firing of the pFSI (the reference). G, The particularly strong 5 Hz oscillations of some pFSI pairs (not observed
for other putative interneuron types) was visible in the autocorrelograms of simultaneously recorded putative interneurons (color code as above). H, The maximum t score (between
�250 ms) of the correlation was significantly higher for pFSI–pFSI correlations than for pFSI–pTAN and pFSI–pLTS correlations. pLTS correlations were also significantly stronger than
pFSI–pTAN correlations. Error bars indicate SEM. I, FFT of the correlation of the different neuron types confirmed the pFSI pairs were significantly more oscillatory at �5 Hz. Asterisks
indicate significance without (*) and with (**) Bonferroni–Holmes correction.
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pFSI pairs at �5 Hz and the amplitude of the cross-correlation
significantly greater in the 5–9 Hz range than for pFSI–pTAN
pairs (Fig. 6H, Table 4). Although the amplitude in this range was
not significantly greater than for pFSI–pLTS pairs, single exam-
ples could be demonstrated in which a pFSI followed this fre-
quency, whereas pLTS neurons did not (Fig. 6G), and pFSIs
showed a uniquely strong relationship to cortical oscillations at
this frequency over time (see below) (see Fig. 8). Differences
between pFSI–pFSI and pFSI–pTAN pairs could also be seen in
relation to oscillations of different frequencies that could be ob-
served in single recordings (supplemental Fig. 6, available at
www.jneurosci.org as supplemental material).

After filtering of low frequencies, only pFSI–pFSI correlations
showed convincing evidence of high-frequency oscillations (Fig.
7A–C). The absolute correlation was significantly different be-
tween pairs of pFSIs than pFSI–pTAN pairs (Fig. 7D). The am-
plitude of the t score between 35 and 70 Hz for pFSI pairs was
significantly higher than for correlations between pFSIs and
pTAN ( p � 0.015) or pLTS ( p � 0.03) cells (Fig. 7E), and large
gamma oscillations could be clearly observed in individual pFSI
pairs (Fig. 7F; supplemental Fig. 6, available at www.jneurosci.org as
supplemental material). The relationship between FSIs with them-
selves was, therefore, notably stronger than with other interneurons
on both slow and fast timescales.

The oscillatory behavior of pFSIs is strongly related to
cortical oscillations
As demonstrated by the phase-locking analyses, pFSIs had a par-
ticularly strong relationship to cortical oscillations. We explored
this further by looking at the dynamic relationship between pFSI
pairs and cortical oscillations at different frequencies. During
periods of highly synchronized cortical activity in the theta range
(Fig. 8Ai), the oscillation frequency changed by small gradua-
tions (0.25– 0.5 Hz) over time. Individual pairs of pFSIs could
follow these small changes remarkably closely (Fig. 8Aii–Aiv). In
several recordings, the firing of pFSIs appeared to be highly re-
lated to periods in which the ECoG activity was dominated by this
theta-like activity and the peak frequency of gamma oscillations
was in transition (Fig. 8B). During these transition periods, the
autocorrelation of pFSIs displayed gamma oscillations. In other
recordings, in which 5–9 Hz activity was sustained, the cross-

Figure 7. High-frequency cross-correlation analysis between pFSIs and putative interneurons. Correlation analyses in Figure 6 were repeated after high-pass filtering to reveal high-frequency/
short timescale correlations. For all panels, the color code for pair types is the same: green, pFSI–pFSI; red, pFSI–pTAN; black, pFSI–pLTS. A, pFSI pairs were also correlated at high frequency
(high-pass filter, 30 Hz), which was not apparent in the other correlation types, pFSI with pTAN (B) and pFSI with pLTS (C). D, The strength of the correlation, however, was only significantly different
for pFSI–pTAN pairs. Error bars indicate SEM. E, As for slow correlations, however, the high-frequency power was significantly higher for pFSI pairs than for other combinations of neurons types and
over a frequency identical with the gamma frequency ECoG and LFPs. F, Gamma oscillation in a single pair of pFSIs in the cross-correlation (top) and its FFT (bottom). Two asterisks indicate
significance after Bonferroni–Holmes step down correction.

Table 4. Statistical comparisons of low-frequency power in putative interneuron
cross-correlations

Correlation type 0 –2 Hz 2– 4 Hz 5–9 Hz

pFSIpFSI/pFSIpTAN p � 0.0004 NS p � 0.002
pFSIpFSI/pFSIpLTS p � 0.02 NS NS
pFSIpTAN/pFSIpLTS p � 0.03 NS p � 0.001
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correlation of pFSIs had power at the gamma frequency during
periods of higher gamma power (Fig. 8C). Together, these results
suggest that coordinated activity of these pFSIs could propagate
high and low cortical rhythms to the striatum.

Discussion
These results provide the first simultaneous identification and
analysis of four putative subtypes of striatal neurons in a single
data set and the first evidence that the subtypes differ significantly
in their phase locking to cortical population oscillations. The
magnitude and rhythmicity of correlations between different
neuronal subtypes varies systematically with neuron type. In par-
ticular, the majority of pFSI neurons are locked to fast cortical
oscillations, and a large percentage of pFSI pairs are correlated at
high frequency.

It is important to address the limitations of the methodology
used here. First, there is a limit to the extrapolation of findings
under halothane anesthesia to the awake animal. In practical
terms, halothane enabled a high level of stability that allowed us
to record relatively stationary neuronal activity over long periods
of time, aiding both spike sorting and data analysis. As with other
anesthetics, the exact mechanism of action of halothane is un-
known; however, the major frequencies observed are consistent
with those previously described in the cortex of halothane-
anesthetized rats (Berridge and Foote, 1991; Berridge et al., 1996;
Imas et al., 2004). Halothane is also known to block gap junctions
(Johnston et al., 1980), which simplifies the interpretation of the

cross-correlation results (see below). In terms of how this com-
pares to the state-related oscillatory activity in the awake animal,
low-frequency oscillations (�4 Hz) are found only during sleep
(Steriade, 2000). Despite this, the high level of synchronization
during slow oscillations provides a highly useful tool for looking
at neuronal interactions between the basal ganglia and cortex
(Stern et al., 1998; Mahon et al., 2001; Berke et al., 2004), which
can be predictive of higher frequency activities at the single-
neuron level (Mallet et al., 2008). With this in mind, it is impor-
tant to note that theta and gamma activities over a similar fre-
quency range are a prominent feature in the striatum of awake rat
(Berke et al., 2004; Tort et al., 2008). Therefore, although we
cannot rule out the possibility that the choice of anesthetic influ-
enced certain parameters, such as the proportion of each neuron
type recorded, the majority of our findings regarding the tempo-
ral relationships of different neurons to each other and to cortex
raise specific hypotheses about those relationships during those
activities in the awake animal.

Second, how sure can we be that the putative neuronal sub-
types described here belong to those different populations? Ide-
ally, recorded neurons would be labeled and identified histolog-
ically using the juxtacellar method, which has been used to
investigate the relationship of specific neuron types to network
oscillations in hippocampus, cortex, and thalamus (Klausberger
et al., 2003; Tierney et al., 2004; Lacey et al., 2007). However, to
study the large numbers of simultaneous pairs of single neurons

Figure 8. Oscillations in single and coupled pFSI firing are strongly related to those in the cortical ECoG over time. Ai, The autocorrelation of an ECoG channel plotted over 150 s. The color scale
shows the movement of the lag of the peaks and troughs of the prominent 5 Hz oscillation. Aii, Aiii, The autocorrelograms of two concurrently recorded pFSIs also have clear 5 Hz oscillations and show
the same small deviations in frequency over time, which are also seen in the cross-correlation of the same units (Aiv). Bi, The time–frequency plot of an ECoG channel over 700 s shows characteristic
transitions in both low and high frequencies (20 s windows). The rate of a single pFSI (superimposed white line) is elevated only during the transition periods. Bii, Gamma oscillations are present
in the FFT of the autocorrelation of the pFSI in these periods. Ci, The rate of two pFSI neurons during an 800 s period with stable 5 Hz oscillations. Cii, The time–frequency representation of the ECoG
during this period displays fluctuations in gamma oscillations. Ciii, The amplitude of the cross-correlation in the frequency domain of the two FSIs display gamma oscillations during these periods,
which can also be seen in the filtered cross-correlation (Civ).
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(	200) described here, it becomes essential to use a different
method. Using waveform parameters to separate neurons has
proved a valuable technique for separating neurons (Csicsvari et
al., 1999; Constantinidis and Goldman-Rakic, 2002; Mitchell et
al., 2007). The waveform characteristics of our pFSIs and pTANs
match those of labeled parvalbumin-positive GABAergic inter-
neurons (Kawaguchi, 1993; Mallet et al., 2005) and giant cholin-
ergic neurons (Wilson et al., 1990), respectively. This approach
demands care to circumvent several potential sources of error.
Most obviously, it relies on high-quality spike sorting to produce
an average waveform that truly reflects a single neuron. Although
it is common to use tetrodes for this purpose (Berke et al., 2004;
DeCoteau et al., 2007), the electrodes used here gave excellent
results and enabled us to identify more types of striatal neurons
than previous studies. The shape and length of the waveform are
to some extent a function of the position of the electrode in
relation to the neuron (Gold et al., 2006, 2007). To address this
issue, we used several physiological parameters to convincingly
verify the separation of units. Regarding pLTS neurons, we pro-
vide the first description of low-threshold spike bursts in the
striatum in vivo. There is no evidence to suggest that MSNs, FSIs,
or TANs display LTS bursts. Therefore, based on in vitro studies
(Kawaguchi, 1993), it seems most likely that pLTS neurons cor-
respond to the subpopulation of GABAergic interneurons ex-
pressing neuropeptide Y and somatostatin. Because of the limited
descriptions of calretinin expressing GABAergic interneurons,
however, we cannot rule out the possibility that they neurons
may also correspond to this type. Despite the considerable elec-
trophysiological evidence presented here, this putative separa-
tion will need to be verified using histological methods.

Third, it is important to evaluate the analytical methods
used here. A significant cross-correlation between two neu-
rons does not necessarily reflect direct synaptic connectivity
(Nowak and Bullier, 2000). Indeed, it is highly unlikely that
many of the neurons in this sample were monosynaptically
connected, given that most were recorded from electrodes
�0.5 mm apart. Rather than representing specific synaptic
connections, the correlations seen here are more likely to re-
flect the locking to cortical population activity. It is likely that
that the strong correlations between striatal neurons are at-
tributable to synchronized inputs from the cortex. The corti-
costriatal projection is highly convergent, with a convergence
ratio of 10 between corticostriatal neurons and striatal neu-
rons, but also sparse, with many cortical inputs being neces-
sary to cause action potential firing in projection neurons
(Ramanathan et al., 2002; Zheng and Wilson, 2002). This in-
terpretation would explain why two GABAergic neurons were
usually positively correlated around zero lag, rather than neg-
atively correlated. Although this result seems initially counter-
intuitive, it is what would be expected if the correlations were
driven primarily by efferents from the cortex.

The corticostriatal projection is a key processing step in the
basal ganglia network. Although the results of cross-correlation
analyses presented here may not reflect direct synaptic interac-
tion, the relationships between different striatal neurons in rela-
tion to cortical activity is, therefore, of considerable importance
to striatal physiology. In the hippocampus and cerebral cortex,
there is reciprocal inhibitory/excitatory connectivity between in-
terneurons and projection neurons that is likely to underlie local
high-frequency oscillations (Traub et al., 2004). Oscillations in
striatum, however, appear primarily driven by the cortex, and at
low frequency there is ample evidence for this (Stern et al., 1998;
Murer et al., 2002; Berke et al., 2004). The specificity of gamma

locking of pFSIs to cortical oscillations revealed in the present
phase-locking analysis suggests that coherent gamma oscillations
between cortex and striatum at the population level are entrained
through this connection. Several lines of evidence from previous
investigations support this finding. First, FSIs in the cortex and
hippocampus are key drivers of high-frequency population oscil-
lations (Klausberger et al., 2003; Hasenstaub et al., 2005). Second,
the circuitry of striatal FSIs is suggestive of their involvement in
coordinating large-scale activity (Ramanathan et al., 2002; Tep-
per and Bolam, 2004). FSIs form multiple synaptic contacts on
MSN soma providing powerful inhibition (Koos et al., 2004).
Third, the FSIs receive short latency cortical input, which is hy-
pothesized to allow feedforward inhibition of MSNs (Mallet et
al., 2005). Together, this suggests that FSIs may be involved both
in the local generation of fast striatal oscillations and a key medi-
ator of their entrainment to cortical rhythms. Gap junctions are
commonly found between neighboring FSIs allowing for fast syn-
chronization (Kita et al., 1990); however, the finding that halo-
thane is a gap junction blocker (Johnston et al., 1980) suggests
that these may not be required for the interactions among FSIs
observed here.

To what extent can we rule out the contributions of other
interneuron types to the propagation of oscillatory activity in
the striatum? We could not test for correlations between
pTAN or pLTS neurons, but, given the relatively low incidence
of locking to the cortical oscillation, it seems unlikely that
there would be high-frequency locking between these neuron
types. In contrast, contrary to our observations, one might
expect high-frequency correlations between pFSIs and pM-
SNs, as the latter need to be recruited to influence other basal
ganglia structures. However, oscillations can manifest in the
membrane potentials of neurons without initiating similar
temporal patterning in the action potentials (Hasenstaub et
al., 2005), including MSNs (Mahon et al., 2006). Indeed, given
that FSIs make up only 0.8% of the striatum, a large summa-
tion of synchronized activity at the level of MSN membrane
potential is the most likely explanation for the prominent
power of oscillations in the bipolar LFP.

Many studies have demonstrated the importance of such os-
cillations in neuronal processing (Engel et al., 2001; Buzsáki and
Draguhn, 2004) and gamma oscillations have received special
attention as possible mediators of dynamic neuronal communi-
cation (Fries, 2005). A possible role of the coordinated high-
frequency firing of FSIs might be to provide precise time windows
for processing, integrating any MSNs that have sufficient synaptic
input to fire at high frequency. At the systems level, coherent
activity at gamma frequency between the striatum and cortex
could facilitate the formation of temporally precise assemblies
between the major processing hubs of the forebrain (Gervasoni et
al., 2004) at a computationally relevant timescale (Fries, 2005;
Womelsdorf et al., 2007). Our results add substantial support to
the growing body of evidence that parvalbumin-positive
GABAergic neurons are a crucial mediator of this process at the
population level (Hasenstaub et al., 2005).

In conclusion, as in the cerebral cortex and hippocampus, the
coordinated activity of fast spiking interneurons appears to un-
derlie the emergence of high-frequency population oscillations in
the striatum, fostering the entrainment of striatal rhythms by
direct cortical projections. This finding suggests an important
role of striatal FSIs in the propagation of oscillations within the
striatum and the basal ganglia.
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Fogelson N, Pogosyan A, Kühn AA, Kupsch A, van Bruggen G, Speelman H,

Tijssen M, Quartarone A, Insola A, Mazzone P, Di Lazzaro V, Limousin P,
Brown P (2005) Reciprocal interactions between oscillatory activities of
different frequencies in the subthalamic region of patients with Parkin-
son’s disease. Eur J Neurosci 22:257–266.

Friedrich RW, Habermann CJ, Laurent G (2004) Multiplexing using syn-
chrony in the zebrafish olfactory bulb. Nat Neurosci 7:862– 871.

Fries P (2005) A mechanism for cognitive dynamics: neuronal communica-
tion through neuronal coherence. Trends Cogn Sci 9:474 – 480.

Gervasoni D, Lin SC, Ribeiro S, Soares ES, Pantoja J, Nicolelis MA (2004)
Global forebrain dynamics predict rat behavioral states and their transi-
tions. J Neurosci 24:11137–11147.
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