Corticostriatal Coordination through Coherent Phase-Amplitude Coupling
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The corticostriatal axis is the main input stage of the basal ganglia and is crucial for their role in motor behavior. Synchronized oscillations might mediate interactions between cortex and striatum during behavior, yet direct evidence remains sparse. Here, we show that, during motor behavior, low- and high-frequency oscillations jointly couple cortex and striatum via cross-frequency interactions. We investigated neuronal oscillations along the corticostriatal axis in rats during rest and treadmill running. We found prominent theta and gamma oscillations in cortex and striatum, the peak frequencies of which scaled with motor demand. Theta and gamma oscillations were functionally coupled through phase-amplitude coupling. Furthermore, theta oscillations were phase coupled between structures. Together, local phase-amplitude coupling and corticostriatal theta phase coupling mediated the temporal correlation of gamma bursts between the cortex and striatum. The coordination of fast oscillations through coherent phase-amplitude coupling may be a general mechanism to regulate neuronal interactions along the corticostriatal axis and beyond.
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Introduction
The striatum is the main input structure of the basal ganglia (Alexander et al., 1986; Parent and Hazrati, 1995) and is thought to be involved in reinforcement learning and procedural memory (Bar-Gad et al., 2003; Schultz et al., 2003; Graybiel, 2005; Yin and Knowlton, 2006). Furthermore, the striatum also has an important role in motor behavior. It receives massive projections from sensorimotor cortex (Webster, 1961; Flaherty and Graybiel, 1995) and is the main site of dopamine depletion after degeneration of neurons in the substantia nigra, which leads to Parkinson’s disease (Albin et al., 1989). One of the cardinal symptoms of this disorder is bradykinesia or akinesia (i.e., slowing or cessation of movements). Therefore, intact corticostriatal information processing is essential for intact motor functioning (Graybiel et al., 1994; Turner and Desmurget, 2010). However, it is not clear how neuronal activity along the corticostriatal axis is functionally coordinated during motor behavior.

Synchronized oscillations have been proposed as an effective means of communication between brain structures (Varela et al., 2001; Siegel et al., 2012), including the basal ganglia (Boraud et al., 2005). In support of this notion, several studies have reported neuronal oscillations in the striatum (Courtemanche et al., 2003; Berke et al., 2004; Masimore et al., 2005; DeCoteau et al., 2007a) and their synchronization with cortical oscillations (Costa et al., 2006; Dejean et al., 2007; Sharott et al., 2009; Dzirasa et al., 2010; Koralek et al., 2013). However, striatal oscillations have so far mainly been studied in cognitive tasks and in response to rewarding events (DeCoteau et al., 2007b; Tort et al., 2008; Berke, 2009; van der Meer and Redish, 2009; Kalenscher et al., 2010; Leventhal et al., 2012). Therefore, little is known about the role of oscillations in mediating motor processes along the corticostriatal axis. Furthermore, it remains unclear how oscillations in different frequency ranges may interact during motor behavior.

Inspired by work on the hippocampal–striatal axis (Tort et al., 2008), we hypothesized that interactions between oscillations at different frequencies may be key to coordinate processing between the cortex and striatum. In particular, we hypothesized that coherent slow oscillations between structures may coordinate fast local oscillations through cross-frequency phase-amplitude coupling. To test this, we investigated neuronal oscillations along the sensorimotor corticostriatal axis of rats performing a nonrewarded treadmill task. This allowed us to study corticostriatal interactions during pure motor behavior.
Materials and Methods

Subjects
Experiments were performed in five male brown Norway rats (*Rattus norvegicus*; Charles River Laboratories). All procedures were approved by the ethics committee of the Hamburg State Department for Health and Consumer Protection, Division for Food Security and Veterinary Affairs (permission no. 62/03) and performed according to national laws and guidelines for animal protection and experimentation. Rats were housed in groups of 2–4 animals in standard cages under a 12 h light/dark cycle. Water and food were available *ad libitum* and weights were monitored regularly.

Behavioral task
Rats were trained to run on a motor-driven treadmill (TSE Systems) placed in a dark, sound-attenuating chamber. We observed running behavior with an infrared camera connected to a monitor outside the chamber. Performance was quantified by registering breaks of infrared light beams attached to the back end of the running lanes. If animals stopped to run, they would be carried to the back by the moving belt and break the beam. Beam breaks could be elicited once every 5 s at maximum. Limits of subsequent 5 s epochs were marked by TTL pulses sent by the treadmill control software. We used these epochs for all basic steps of data analysis.

During recordings, each trial of the task consisted of 1 × 60 s rest and 4 × 60 s running at 4 different speeds. There was a start period between rest and running during which speed quickly increased; this period was restricted all subsequent spectral analyses to the center 2 s of each 5 s epoch.

**Implantations**
After initial training in the task, we implanted rats with microdrives carrying 12 individually moveable tungsten electrodes (diameter: 75 μm; impedance: 0.8–1.2 MΩ; FHC). Operations were performed under general anesthesia. Rats received an initial intraperitoneal dose of ketamine (75 mg/kg; Ketamin Gra¨ub, Dr. E. Gra¨ub AG, Bern, Switzerland) and a mixture of N2O/O2 (70/30%).

After initial training in the task, we implanted rats with microdrives carrying 12 individually moveable tungsten electrodes (diameter: 75 μm; impedance: 0.8–1.2 MΩ; FHC). Operations were performed under general anesthesia. Rats received an initial intraperitoneal dose of ketamine (75 mg/kg; Ketamin Gra¨ub, Dr. E. Gra¨ub AG, Bern, Switzerland) and a mixture of N2O/O2 (70/30%).

We placed three electrodes in sensorimotor cortex and striatum of each hemisphere. All target locations were determined using the rat brain atlas of Paxinos and Watson (2005). Cortical electrodes targeted locations between +2.8 to −2.5 mm in anterior–posterior (AP) and 1.9–3.0 mm in medial–lateral (ML) directions with reference to bregma. Striatal electrodes targeted dorsolateral (i.e., sensorimotor) regions of the striatum between +1.6 and 0 mm AP and between 2.7 and 4.0 ML. Intracranial signals were referenced against screws placed over frontal and parietal areas.

We recorded local field potentials (LFPs) with a Cheetah 32 system (Neuralynx) from animals during rest and running on the treadmill. LFP signals were amplified, sampled at 3787 Hz, and filtered between 1 and 475 Hz.

Data analysis
**Preprocessing.** All data analyses were performed in MATLAB (The MathWorks). First, LFPs were down sampled to 1000 Hz sampling frequency. Second, the LFPs were digitally filtered at 256 Hz (low-pass) and at integer multiples of 50 Hz (band-stop) to remove line noise components. We applied fourth-order Butterworth filters in forward and reverse directions in all filtering procedures to avoid phase distortions of signals. Filtered LFPs were cut into nonoverlapping 5 s epochs using triggers sent by the treadmill control software. All basic analysis steps were performed on these epochs.

We evaluated the quality of LFP signals using three methods. First, individual trials of raw LFPs were visually inspected before filtering and channels containing obvious artifacts were marked as invalid. Second, the noise threshold of each epoch’s signal (Quiroga et al., 2004) was determined and epochs were marked as invalid that contained amplitude values higher than seven times the threshold. Third, signal stability was evaluated by applying Levene’s test for equal variances to root mean square values of 500 ms data segments (Moran et al., 2008). We marked epochs as invalid when the null hypothesis of equal variances could be rejected at an α-level of 0.01.

**Time-frequency transformations.** Time-frequency transformations (TFR) of single-epoch data were obtained by convolution of signal *x* with complex wavelet kernels *w* as follows:

\[ TFR(t, f) = x(t) \otimes w(t, f) \]

where *f* and *f* denote time and frequency, respectively, and \( \otimes \) is the convolution operation. We used Morlet wavelets \( w \) (Tallon-Baudry and Bertrand, 1999) as given by the following equation:

\[ w(t, f) = A e^{-(f/f_0)^2} e^{i2\pi ft} \]

where \( f_0 \) is the SD of the signal in the time domain and \( A \) is a normalization factor ensuring conservation of energy. Morlet wavelets are Gaussian shaped in the time and frequency domain, with their SDs related by 

\[ f_0 = \frac{1}{2\pi\tau} \]

The SD in the frequency domain at frequency \( f \) is given by 

\[ f_\sigma = \frac{f}{2\pi\tau} \]

where \( q \) is the width of the wavelet. We used constant spectral widths \( q \) of 6 or 12 and temporal widths \( l = 3\tau \), in the present study.

Wavelet transformations of signals were computed in steps of 1 ms at frequencies between 2 and 128 Hz, logarithmically scaled in steps of \( 2^{1/3} \). Because of broad temporal widths of wavelets at low frequencies, we restricted all subsequent spectral analyses to the center 2 s of each 5 s epoch.

**Power and phase-coupling analyses.** We computed the frequency-dependent power \( \text{pow}_x(f) \) of signal *x* as the temporal mean of the squared norm of its time-frequency transformation \( TFR_x(t, f) \) as follows:

\[ \text{pow}_x(f) = \langle |TFR_x(t, f)|^2 \rangle \]

where \langle ... \rangle is the averaging operation. Before final statistical analyses, we multiplied power at each frequency with squared frequency to account for the \( f^2 \) decay of spectral power (Miller et al., 2009; Siegel et al., 2009). We quantified the change in power between rest and running as a z-score by subtracting the average rest power across electrodes from running power of each electrode and normalizing these differences by the SD of rest power across electrodes.

We computed complex, time- and frequency-dependent cross-spectral vectors \( \text{crsx}_x(t, f) \) of two signals, *x*(t) and *y*(t) by taking the product of their conjugated TFRs as follows:

\[ \text{crsx}_x(t, f) = \text{TFR}_x(t, f) \overline{\text{TFR}_y(t, f)} \]

where *x* denotes the complex conjugate. We computed frequency-dependent phase-locking values \( \text{plv}(f) \) as the norm of the temporal mean of the complex argument of \( \text{crsx}_x(t, f) \) as follows:

\[ \text{plv}(f) = | < \text{arg}(\text{crsx}_x(t, f)) > | \]

where \langle ... \rangle denotes the average over time. We obtained frequency-dependent, complex coherency vectors \( \text{coh}_x(f) \) as the temporal mean of \( \text{crsx}_x(t, f) \) normalized by the square root of the power of signals *x*(t) and *y*(t) as follows:

\[ \text{coh}_x(f) = \frac{\langle \text{crsx}_x(t, f) > \sqrt{\text{pow}_x(f) \text{pow}_y(f)}\rangle}{\sqrt{\text{pow}_x(f) \text{pow}_y(f)}} \]

Imaginary coherence values, \( \text{icoh}_x(f) \), were derived as the imaginary part of \( \text{coh}_x(f) \).
Phase-amplitude coupling. We first quantified cross-frequency coupling between phase and amplitude values of low- and high-frequency components as described in (Canolty et al., 2006). Here, the magnitude, \( M(f) \), and phase, \( \phi(f) \), of phase-amplitude coupling across time at frequency \( f \) are given as the norm and argument, respectively, of the temporal correlation of phase components \( \theta(t,f) \) of signal \( x(t) \) and amplitude components \( A_t(t,f) \) of signal \( y(t) \) as follows:

\[
M(f) = |<A(t,f)e^{i\theta(t,f)}>|
\]

and

\[
\phi(f) = (<A(t,f)e^{i\theta(t,f)})
\]

Phase components \( \theta(t,f) \) and amplitude components \( A_t(t,f) \) are obtained as the argument and norm, respectively, of time-frequency transforms \( TFR_x(t,f) \) and \( TFR_y(t,f) \). For cross-frequency analyses, we focused on the frequency ranges that showed the most prominent and consistent oscillatory components across animals and structures. Therefore, we computed phase-amplitude coupling matrices for all pairs of phase frequencies, \( f_1 \), between 2 and 11.3 Hz and amplitude frequencies, \( f_2 \), between 22.6 and 128 Hz in steps of \( 2^{1/32} \) Hz. To account for differences in temporal SDs of power time courses, we computed the magnitude of the cross-frequency transform of each pair of phase frequencies and amplitude frequencies across trials and epochs. Magnitudes and phases from individual pairs were smoothed with a 2D Hanning window with a full-width-half-maximum size of 2\( \sqrt{2} \) octaves before final averaging. Final statistics were computed by pooling across pairs.

As control analysis, we determined phase-amplitude coupling by computing a phase-modulation index based on mutual information as described in Hurtado et al. (2004) and discussed in Tort et al. (2010). In brief, for each pair of signals, \( x(t) \) and \( y(t) \), and each pair of phase frequencies, \( f_1 \), and amplitude frequencies, \( f_2 \), we extracted phase time series \( \theta_{x}(t) \) and amplitude time series \( A_{x,t}(t) \) from corresponding time-frequency transforms. We sorted amplitudes \( A_{x,t}(t) \) in each phase bin. We normalized amplitudes in individual phase bins by the sum of amplitudes in all bins \( N \) according to the following equation:

\[
p_b = \frac{<A_{x,t,j}(b)>}{\sum_{j=1}^{N}<A_{x,t,j}(b)>}
\]

We then computed the entropy measure, \( H \), as

\[
H = -\sum_{b=1}^{N} p_b \log(p_b)
\]

and obtained the modulation index

\[
MI = \frac{H_{\text{max}} - H}{H_{\text{max}}}
\]

where \( H_{\text{max}} = \log(N) \). Statistics were obtained and smoothing was accomplished in the same way as for the vector norm approach.

Power correlations. We computed temporal correlations, \( r(f) \), between power time courses, \( \text{pow}_x(t,f) \), and \( \text{pow}_y(t,f) \), of signals \( x(t) \) and \( y(t) \) at frequencies \( f \) as follows:

\[
r(f) = \frac{\sum_{t=1}^{N}(\text{pow}_x(t,f) - <\text{pow}_x(t,f)>) \cdot (\text{pow}_y(t,f) - <\text{pow}_y(t,f)>)}{(N-1)\cdot\sigma_x(f) \cdot \sigma_y(f)}
\]

where \( N \) is the number of data points and \( \sigma_x(f) \) and \( \sigma_y(f) \) are the temporal SDs of power time courses, \( \text{pow}_x(t,f) \) and \( \text{pow}_y(t,f) \), respectively. Power values were log-transformed before correlation analyses. To approximate normal distributions of data values, correlation coefficients \( r \) were Fisher z-transformed before statistical analyses.

To account for artificially high correlations between signals due to volume conduction effects, we computed same-frequency power correlations between orthogonal signals (Hipp et al., 2012). In brief, we orthogonalized signals \( x(t) \) and \( y(t) \) in the frequency domain via their time-frequency transforms, \( TFR_x(t,f) \) and \( TFR_y(t,f) \), according to the following equation:

\[
Y_{x,y}(t,f) = \text{imag}\left(\frac{TFR_x(t,f) \cdot TFR_y(t,f)}{|TFR_x(t,f)|}\right)
\]

where \( Y_{x,y}(t,f) \) is the time-frequency transform of signal \( y(t) \) orthogonalized to the time-frequency transform of signal \( x(t) \). We orthogonalized all signals in both directions and took the average of power correlations before statistical analyses.

Phase coupling/phase-amplitude coupling to amplitude correlation relationship. We investigated the temporal relationship between low-frequency (2–11.3 Hz) phase coupling and high-frequency (22.6–128 Hz) amplitude correlation by computing Pearson’s linear correlation coefficients across single epochs of all corticostriatal electrode pairs. Similarly, to investigate the relationship between local phase-amplitude coupling and corticostriatal amplitude correlation, we computed correlation coefficients between phase-amplitude coupling at cortical and striatal electrodes and amplitude correlation between electrodes of a given pair, again for all corticostriatal electrode pairs at phase frequencies of 2–11.3 Hz, amplitude frequencies of 22.6–128 Hz, and amplitude correlation frequencies of 32–128 Hz. Phase-locking and amplitude correlation values of each epoch were Fisher z-transformed before the correlation analysis. Furthermore, phase-locking, phase-amplitude coupling, and amplitude correlation values were z-scored for each electrode pair to rule out that a potential correlation across epochs could be driven by the variance across electrode pairs. Statistics were obtained as the p-values of the correlation at each frequency and subjected to cluster-based permutation tests. We smoothed the final correlation matrices in the same way as phase-amplitude coupling estimates.

Peak-frequency analyses. We computed power, phase coupling, and same-frequency power correlation spectra of low-frequency (2–16 Hz) and high-frequency (32–128 Hz) ranges at a finer resolution using wavelet widths \( q \) of 12 instead of 6. We linearly interpolated spectra to a frequency resolution of \( 2^{1/32} \) between octaves using cubic splines. Peak frequencies were determined with a maximum operation.

We chose the spectral ranges for peak-frequency analyses by visual inspection of power and phase-coupling spectra. Limits were 5.7 (2–2.5) and 11.31 (22.5–44.5) Hz for the low-frequency range and 45.3 (22.5–44.5) and 90.51 (65–128) Hz for the high-frequency range, thus spanning one octave centered on 8 and 64 Hz, respectively.

We used across-trial averages of individual electrodes or electrode pairs for comparison of resting and average running peaks in agreement with statistics for basic spectral analyses. For speed-based peak-frequency analyses, peak frequencies were determined at each speed of each trial. We computed linear regression coefficients using running speed as predictor on peak frequencies from all trials that exhibited an increase of peak frequency between rest and average running activity.

Animals performed at overlapping, but not identical, speed ranges. In addition, behavioral and signal quality evaluation could result in different numbers of trials per animal contributing to the data pools at each speed. To determine whether increases of peak frequencies may be confounded by unequal trial numbers per animal, peak frequencies were compared at speeds 3 (24 cm/s) and 4 (28 cm/s) that all animals had to perform taking into account only trials with valid data from both speeds. All significant results of peak frequency changes passed this test.

Statistics. For all parameters, we obtained single-trial estimates by taking the median across all epochs with the same running speed of each trial (three epochs minimum). For statistical tests, we either used single-trial estimates or averages across single-trial estimates. In the latter case, a minimum of three trials per average was required. In general, only trials...
were considered that included both valid rest and running data. All results are given as mean ± SEM unless stated otherwise.

We tested the statistical significance of all spectral measures (imaginary coherence, power correlation, phase-amplitude coupling) through comparison of estimates obtained from pairs of raw TFRs with those obtained from pairs of TFRs in which the values of one TFR were circularly shifted in time by a random amount (randomization approach). We calculated one estimate of the parameter of interest from both raw and time-shifted data of each epoch and averaged values in exactly the same way. The two distributions were statistically compared by means of paired Wilcoxon tests. α levels of 0.05 were assumed for all basic statistical analyses.

We performed cluster-based permutation tests to account for multiple comparisons in the case of cross-frequency analyses. To this end, for all frequency pairs, we transformed p-values into z-scores and thresholded these z-scores at α levels of 0.01 (one-sided) to define clusters. We compared the cluster sums of z-scores of the original data to the maxima of cluster sums obtained from n = 1000 permutation runs under the null hypothesis. Clusters were judged as significant at α levels of 0.05.

**Results**

We simultaneously recorded LFPs from 12 electrodes implanted in the sensorimotor cortex (M1 and S1) and dorsolateral striatum of rats during rest and running on a treadmill (Fig. 1). Each trial started with 60 s of rest, followed by four periods of 60 s running at four of six linearly separated speeds between 16 and 36 cm/s. Speed increased abruptly by 4 cm/s after each 60 s period. We detected running errors as the animals broke a light beam at the end of the running lane. For all analyses, we only considered data epochs free of such running errors that passed all criteria of signal quality evaluation (see Materials and Methods). In total, we included data from 16 cortical and 20 striatal electrodes from five rats (between one and 12 electrodes from each rat). Simultaneous corticostratial recordings were included from three rats. The average number of trials per electrode was 41 trials (min/max: 4/89 trials).

**Power**

To assess neuronal oscillations in the cortex and striatum, we examined the spectral content of LFPs during rest and running averaged across all speeds. Across electrodes from all animals, in both structures and during both behavioral states, power spectra of the LFP exhibited prominent peaks around 8 Hz (theta band) and 64 Hz (gamma band; Fig. 2A, B). These oscillatory features were clearly visible even in raw LFP traces (Fig. 1B). The comparison of LFP power between rest and running revealed two main effects. First, on top of a broadband increase, we observed frequency-specific increases of power from rest to running in the cortex and striatum (Fig. 2A, B) at ~4, 8, and 64 Hz. Second, in cortex and striatum, the peak frequencies of the prominent oscillations in the theta and gamma range increased from rest to running. Theta peak frequencies significantly increased from 7.2 Hz during rest to 8.2 Hz during running in the cortex (p < 10⁻³) and from 7.6 to 8.1 Hz in the striatum (p < 0.05). Gamma peak frequencies increased from 58.0 to 67.6 Hz in the cortex (p < 0.01) and from 56.3 to 65.2 Hz in the striatum (p < 10⁻⁴).

These effects were highly consistent across individual animals (Fig. 2C). In each animal, we found clearly identifiable oscillatory peaks in the theta and gamma range, as well as increases in power from rest to running. Furthermore, the change in theta and gamma peak frequencies from rest to running was also significant in the majority of individual structures and animals (p < 0.01 in 5 of 8 cases for theta and 7 of 8 cases for gamma peak frequencies).

The change in oscillatory frequencies may reflect a general change in behavioral state from rest to motor activity. Alternatively, oscillations may be more specifically linked to motor behavior. To test for such a specific link, we investigated whether oscillatory frequencies also reflected the speed of running. Across all animals, for each trial and running speed, we determined individual theta and gamma peak frequencies (Fig. 2C,D). Regression analyses revealed that theta and gamma peak frequencies significantly increased with running speed in the cortex [theta: p < 10⁻³, slope 0.04 Hz/(cm/s); gamma: p < 10⁻⁴, slope: 1.97 Hz/(cm/s)] and in the striatum [theta: p < 10⁻⁶, slope: 0.11 Hz/(cm/s); gamma: p < 10⁻⁵, slope: 0.95 Hz/(cm/s)]. Because we pooled the data across single trials from animals that performed at partly differing speeds, unequal numbers of trials per animal entered the data pools at each speed. To rule out that this strategy, together with a systematic difference of oscillatory frequencies across animals, caused the observed increase of frequencies with running speed, we compared theta and gamma peak frequencies between the speeds 24 and 28 cm/s, which all animals performed. Both peak frequencies significantly increased from 24 to 28 cm/s in cortex (theta: p < 10⁻¹⁰, gamma: p < 10⁻¹¹) and in striatum (theta: p < 10⁻²⁴, gamma: p < 10⁻⁶⁴), which rules out the sampling bias concern.

In summary, during rest and running, we found prominent and consistent theta and gamma oscillations in the cortex and striatum, the peak frequencies of which were related to the speed of running.

**Phase-amplitude coupling**

Next, we investigated whether theta and gamma oscillations were functionally coupled. Previous studies have demonstrated that the phase of slow oscillations can modulate the amplitude of faster oscillations (Jensen and Colgin, 2007; Canolty and Knight, 2010). In particular, gamma amplitudes have been shown to be coupled to theta phase in the motor cortex (Igarashi et al., 2013) and the striatum (Tort et al., 2008) of awake behaving rats. Therefore, we tested for such a phase-amplitude coupling between slow
(2–11 Hz) and fast (23–128 Hz) oscillations in the cortex and striatum.

Indeed, we found significant phase-amplitude coupling between low-frequency and high-frequency neuronal activity during rest and running in the cortex (Fig. 3A) and striatum (p < 0.05 for significant clusters and p < 0.01 at peak frequencies marked in Fig. 3B). Across all animals, in both structures, phase-amplitude coupling was strongest at phase frequencies < 6 Hz during rest (delta band) and around 6 Hz (theta band) during running. During rest, phase-amplitude coupling exhibited two distinct peaks at amplitude frequencies < 64 Hz and >64 Hz. In other words, during rest, low-frequency phases modulated the amplitude of neuronal activity in distinct low and high-gamma bands. In contrast, during running, phase-amplitude coupling showed only a prominent single peak in the high-gamma band >64 Hz. A control analysis using a different measure of phase-amplitude coupling that takes into account only nonzero phase coupling. This precluded measuring any spurious phase coupling that may be caused by volume conduction. Across all animals and during both conditions, imaginary coherence significantly (p < 0.05) differed from zero in a broad-frequency range and peaked at theta oscillations (cortex: +60°; striatum: +83°). In addition, during running, high-gamma oscillations were preferentially coupled to the peak and falling flank of theta oscillations (cortex: +40°; striatum: +34°).

In summary, in the cortex and striatum, we found a low-frequency phase modulation of two distinct gamma-band oscillations during rest and a prominent theta phase modulation of high-gamma-band activity during running.

**Corticostrial phase coupling**

The above analyses revealed similar neuronal oscillations in the cortex and striatum. Therefore, we next investigated whether these oscillations were phase coupled between both structures. We quantified phase coupling using the imaginary coherence, which takes into account only nonzero phase coupling. This precluded measuring any spurious phase coupling that may be caused by volume conduction. Across all animals and during both conditions, imaginary coherence significantly (p < 0.05) differed from zero in a broad-frequency range and peaked in the theta range (Fig. 4A). This peak of imaginary coherence in the theta range was particularly prominent during running. Again, this effect was consistent across individual animals. In all animals, we found significant imaginary coherence of positive sign at individual running peaks (p < 0.05 in 3 of 3 animals). The sign of the theta peak of imaginary coherence suggested that cortical theta oscillations were leading striatal oscil-
peak frequencies (quencies with running speed [\( p < 0.05 \)) indicated that this effect was not due to different numbers of trials per animal entering the data pools for each speed (\( p < 10^{-5} \)).

Again, a control analysis directly comparing speeds 24 and 28 cm/s showed a significant increase of peak frequency of corticostriatal phase coupling in the theta range increases with running speed. Linear regression is shown with 95% confidence limits (dashed lines). During running (right), the white circle marks phase-amplitude coupling peak in the high-gamma range. Corticostriatal phase coupling. In analogy to the analysis of local oscillations, we investigated whether the peak frequency of corticostriatal phase coupling in the theta range was also modulated by behavior. Indeed, the phase-coupling peak significantly increased from 7.3 to 7.9 Hz from rest to running (\( p < 10^{-5} \)), which was also the case for individual animals (\( p < 0.05 \) for 2 of 3 animals). Furthermore, regression analyses of peak frequencies (Fig. 4B) showed a significant increase of peak frequencies with running speed (\( p < 0.05 \); slope: 0.037 Hz/cm/s).

In summary, we found that theta oscillations were phase coupled along the corticostratial axis during motor behavior.

Amplitude correlation through coherent phase-amplitude coupling
The above analyses revealed two main features of corticostriatal theta oscillations. First, within the cortex and striatum, the phase of theta oscillations modulated the amplitude of gamma oscillations. Second, theta oscillations were phase coupled between structures. Therefore, we hypothesized that, if both effects were sufficiently strong, then together they may entail a correlation of the amplitude of gamma oscillations between structures (Fig. 5A). In other words, the coherence of theta oscillations between structures, together with local phase-amplitude coupling, may lead to a correlated amplitude modulation of gamma oscillations across structures.

We tested this hypothesis by quantifying the correlation of power time courses of all possible pairs of cortical and striatal LFPs. Importantly, we computed correlations after the pairwise orthogonalization of signals, which, similar to imaginary coherence, precluded measuring any spurious correlations that may be due to volume conduction (Hipp et al., 2012). As hypothesized, we found significant correlations (\( p < 0.05 \)) between cortical and striatal amplitudes in the gamma frequency range (Fig. 5B). Notably, amplitude correlations peaked at similar frequencies as the phase-amplitude coupling. During rest, amplitude correlations peaked below and \( > 64 \) Hz, whereas during running, there was only a single peak in the high-gamma band \( > 64 \) Hz.

Figure 3. Phase-amplitude coupling. A, Average coupling (large panels) and phase of coupling (small panels) between low-frequency phase (\( x \)-axis) and high-frequency amplitude (\( y \)-axis) of cortical LFPs during rest and running (\( n = 16 \) electrodes). White contour lines indicate clusters of significant phase-amplitude coupling (\( p < 0.05 \)). In small panels, color saturation is reduced in areas of nonsignificant coupling (\( p > 0.05 \)). During rest (left panels), white squares and triangles mark peaks of phase-amplitude coupling in low (32–64 Hz) and high (64–128 Hz) gamma ranges, respectively. During running (right), the white circle marks phase-amplitude coupling peak in the high-gamma range. B, Average phase-amplitude coupling and its phase for striatal LFPs (\( n = 20 \) electrodes). C, Preferred low-frequency phases of low- and high-gamma amplitudes of cortical LFPs displayed on a standard cosine. Frequency bands and markers are as in A and B. D, Same as C, but for striatal LFPs.

Figure 4. Corticostriatal phase coupling. A, Average corticostriatal imaginary coherence (mean ± SEM; \( n = 91 \) electrode pairs). Colored line segments at bottom indicates significant coherence (\( p < 0.05 \)). B, Peak frequency of corticostriatal imaginary coherence in the theta range increases with running speed. Linear regression is shown with 95% confidence limits (dashed lines). Circle at speed 0 cm/s marks peak frequency during rest. Insets, Average imaginary coherence spectra for different running speeds normalized by peak coherence. Insets and regression plots use the same color-speed mapping. Dashed lines in insets depict resting spectra.
Again, the effects were consistent across individual animals. In each animal, we observed significant corticostriatal amplitude correlation in the gamma-band during rest and running ($p < 0.05$ for all 3 animals and both conditions).

**Phase coupling and phase-amplitude coupling predict amplitude correlation**

The observed gamma-band amplitude correlation is compatible with the hypothesized mechanism of being caused by an interaction between long-range phase coupling and local phase-amplitude coupling. However, the observed effects may also be coincidental. There may be phase coupling, phase-amplitude coupling and amplitude correlation without a direct mechanistic relationship between these phenomena. Therefore, we sought to provide more direct evidence for such a mechanistic relationship. To this end, we tested directly for a correlation between corticostriatal theta phase coupling and local phase-amplitude coupling and gamma amplitude-correlation across nonoverlapping 5 s epochs. If corticostriatal phase coupling together with local phase-amplitude coupling caused the amplitude correlation between structures, then epochs with stronger or weaker theta phase coupling or theta-gamma phase-amplitude coupling should also show stronger or weaker gamma amplitude correlation, respectively. Furthermore, a correlation between phase coupling or phase-amplitude coupling and amplitude correlation should be expressed at those phase and amplitude frequencies that showed local phase-amplitude coupling within the cortex and striatum.

This is what we found. First, we tested for a correlation between corticostriatal theta phase coupling and gamma amplitude correlation at the average phase (5.7 Hz) and amplitude (81.2 Hz) peak frequencies of cortical and striatal phase-amplitude coupling and found a significant correlation ($p < 10^{-5}$). Stronger theta phase coupling predicted stronger gamma amplitude correlation (Fig. 6A). This effect was consistent across individual animals ($p < 10^{-5}$ for all 3 animals). Next, we investigated whether this effect was also specific for the combination of frequencies with local phase-amplitude coupling by testing for a significant correlation across all possible frequency pairs of phase coupling and amplitude correlation (Fig. 6B). This analysis revealed that the correlation between phase coupling and amplitude correlation indeed showed a peak at frequencies that closely matched the peak frequencies of local phase-amplitude coupling (Fig. 6B).

Second, we repeated the same type of analysis to also test whether local phase-amplitude coupling in the cortex and striatum predicted gamma amplitude correlation between these structures. There was a significant correlation between cortical ($p < 10^{-18}$; Fig. 6C, top) and striatal ($p < 10^{-24}$; Fig. 6C, bottom) phase-amplitude coupling and corticostriatal gamma amplitude correlation at the peak frequencies of phase-amplitude coupling (5.7 to 81.2 Hz) and amplitude correlation (85 Hz). Again, this effect was consistent across individual animals ($p < 10^{-5}$ for all 3 animals). Furthermore, for both cases, phase-amplitude coupling in the cortex and in the striatum, this effect was frequency specific (Fig. 6D). The correlation analysis across all pairs of phase-amplitude coupling frequencies exhibited maxima at 6.4 Hz phase frequency and 86.7 Hz amplitude frequency for cortex (Fig. 6D, top) and 6.7 Hz phase frequency and 83 Hz amplitude frequency for striatum (Fig. 6D, bottom), closely matching the peak frequencies of phase-amplitude coupling.

In summary, we found a temporal correlation of the amplitude of gamma oscillations between the cortex and striatum. The strength of this amplitude correlation was predicted by both, the strength of corticostriatal theta phase coupling and the strength of local phase-amplitude coupling within the cortex and striatum.

**Discussion**

Here, we report prominent theta and gamma oscillations in the cortex and striatum that may coordinate corticostriatal processing through coherent phase-amplitude coupling.

Our findings extend previous results from behaving rodents that indicate a functional role of synchronous theta and gamma oscillations in corticostriatal processing. Previous studies linked corticostriatal theta and/or gamma oscillations to cognitive tasks, general behavioral states, and arousal (DeCoteau et al., 2007b; Dejean et al., 2007; Tort et al., 2008; Berke, 2009; Koralek et al., 2013). Here, we show that corticostriatal oscillations are strongly modulated by motor behavior in a pure motor task that required neither learning nor reward. These results add to a growing body of evidence showing that, beyond the corticostriatal axis, theta (Semba and Komisaruk, 1978; Mackay, 1997; Bland and Oddie, 2001; Buzsáki, 2002; Igarashi et al., 2013) and gamma (Murthy and Fetz, 1996; Mackay, 1997; Donoghue et al., 1998; Niell and Stryker, 2010; Igarashi et al., 2013) oscillations are modulated during motor behavior. In particular, theta amplitude and peak frequency scale with movement speed in the hippocampus (Vanderwolf, 1969; McFarland et al., 1975). Similarly, gamma amplitude scales with movement speed in the striatum (Masimore et al., 2005) and gamma amplitude or peak frequency scales with movement speed in the hippocampus (Chen et al., 2011; Ahmed and Mehta, 2012). Our data extend these findings by showing that the peak frequencies of corticostriatal theta and gamma oscillations scale with movement speed. This suggests that theta and gamma oscillations are also involved in corticostriatal processing in the most basic functional domain of the corticobasal ganglia system, motor behavior (Marsden, 1982; Phillips et al., 1993; Mink, 1996; Turner and Desmurget, 2010).

Phase coupling of neuronal oscillations has been proposed as a flexible mechanism to regulate the effective connectivity between neuronal populations (Varela et al., 2001; Fries, 2005; Siegel et al., 2012). Indeed, there is growing evidence in favor of this notion for various corticocortical (Roelfsema et al., 1997; Jones and Wilson, 2005; Pesaran et al., 2008; Siegel et al., 2008; Gregory et al., 2009; Hipp et al., 2011; Bosman et al., 2012; Liebe et al.,...
high-frequency oscillations by means of phase-amplitude coupling demonstrating that low-frequency oscillations can modulate speed further supports this notion.

Several studies have suggested that phase coupling of oscillations may also subserve neuronal communication along the corticostriatal axis (Costa et al., 2006; Dejean et al., 2007; Berke, 2009; Sharott et al., 2009; Dzirasa et al., 2010; Syed et al., 2011; Koralek et al., 2013). Our data suggest that phase-coupled oscillations, specifically in the theta range, may support interactions between the cortex and striatum during motor behavior. The prominent frequency scaling of coherent theta oscillations with running speed further supports this notion.

Furthermore, our results add to a growing number of studies demonstrating that low-frequency oscillations can modulate high-frequency oscillations by means of phase-amplitude coupling (Lakatos et al., 2005; Canolty et al., 2006; Siegel et al., 2009; Fujisawa and Buzsáki, 2011; Spaak et al., 2012; de Hemptinne et al., 2013). We confirm that such phase-amplitude coupling is a prominent feature in the sensorimotor cortex (Igarashi et al., 2012; Salazar et al., 2012; Phillips et al., 2013) and corticosubcortical (Tort et al., 2008; Fujisawa and Buzsáki, 2011) interactions. Several studies have suggested that phase coupling of oscillations may link between the different coupling measures was most prominent for those theta and gamma frequencies that showed maximum phase-amplitude coupling within structures. This provides critical evidence that corticostriatal theta-phase coupling, cortical and striatal theta-gamma phase-amplitude coupling, and the temporal coordination of gamma oscillations are mechanistically linked.

What might be the functional role of gamma amplitude correlations driven by this link? Bursts of local gamma oscillations may reflect an idling rhythm controlling high-frequency processes during periods when no movement is required (Dejean et al., 2011). During running, however, the amplitude modulation by slow subtheta activity vanished and high-gamma oscillations were strongly modulated by the phase of theta (4–8 Hz) oscillations. This is in excellent agreement with frequencies of phase-amplitude coupling found previously in the striatum in a maze task (Tort et al., 2008). Together with the observed theta phase coupling between structures, this phase-amplitude coupling suggests that theta oscillations, in particular, may play an important role for corticostriatal processing during motor behavior.

Our data provide, to our knowledge, the first evidence that these two phenomena, large-scale phase coupling and local phase-amplitude coupling, interact to coordinate the occurrence of fast neuronal oscillations between brain regions. Critically, we did not only find that amplitudes of gamma oscillations were indeed correlated between the cortex and striatum, but also that this amplitude correlation was predicted by corticostriatal theta-phase coupling and local phase-amplitude coupling within both structures. The correlation of gamma amplitudes was stronger when the phase of theta oscillations was more tightly coupled between the two structures and when theta-gamma phase-amplitude coupling was stronger within cortex and striatum. Furthermore, this link between the different coupling measures was most prominent for those theta and gamma frequencies that showed maximum phase-amplitude coupling within structures. This provides critical evidence that corticostriatal theta-phase coupling, cortical and striatal theta-gamma phase-amplitude coupling, and the temporal coordination of gamma oscillations are mechanistically linked.
such temporal alignment of local processing between sending populations may also facilitate the integration of coordinated inputs by receiving target populations. Therefore, amplitude correlations mediated by coherent phase-amplitude coupling may coordinate local neuronal processes for their large-scale interaction.

Local gamma oscillations may define phase slots to multiplex information across different theta phases (Lisman and Jensen, 2013). In the hippocampus, this mechanism has been hypothesized to multiplex spatial information on theta oscillations (Lisman and Jensen, 2013). A similar mechanism may subserve motor sequence encoding along the corticostral axis (Fukai, 1999). Alternatively, local gamma oscillations may boost the postsynaptic impact of neurons by synchronizing presynaptic spiking activity (Salinas and Sejnowski, 2001). Local gamma oscillations may also shape the local encoding of information through rhythmic inhibition (Fries et al., 2007) and subserve a phase-dependent encoding of information (Siegel et al., 2009).

Several recent studies point to multiple functionally distinct oscillatory rhythms within the gamma band in cortex (Colgin et al., 2009; Igarashi et al., 2013) and striatum (Berke, 2009; van der Meer and Redish, 2009; Kalenscher et al., 2010). Consistent with this, we found evidence for distinct low-gamma-band (≤64 Hz) and high-gamma-band (>64 Hz) oscillations that were differentially modulated by behavior. During rest, gamma oscillations peaked at ≤64 Hz and both slow and fast gamma rhythms were phase modulated by local low-frequency processes. In contrast, during running, gamma oscillations peaked at >64 Hz and only fast gamma rhythms were phase modulated by theta oscillations. It has been shown that slow (~50 Hz) striatal gamma oscillations peak before movement onset in rodents (Masimore et al., 2005; van der Meer and Redish, 2009). Furthermore, in the motor cortex of rats, slow and fast gamma oscillations peak during holding of a lever and movement execution, respectively (Igarashi et al., 2013). Together with our findings, this indicates that slow and fast gamma rhythms along the corticostral axis may subserve static and dynamic motor states, respectively.

It should be noted that pairwise correlation analyses, used here, do not allow for unequivocally determining causal relationships. Therefore, the demonstrated correlation among phase coupling, phase-amplitude coupling, and amplitude correlation may also result from other causal relationships than those proposed here. For example, gamma amplitudes may be correlated through common input and may entrain local theta phases, leading to local phase-amplitude coupling. These two processes together would then give rise to phase coupling between structures. Manipulative experimental approaches or multivariate analysis techniques (Cadieu and Koepsell, 2010; Canolty et al., 2010, 2012) may be leveraged in future studies to dissociate these alternatives.

In summary, we propose that coordination through coherent phase-amplitude coupling may be a general mechanism regulating large-scale interactions in the brain. Indeed, our results accord well with several other recent findings compatible with this mechanism in other forebrain networks. Coherent slow oscillations coordinate local spiking and/or gamma oscillations between the prefrontal cortex and hippocampus (Jones and Wilson, 2005; Sirotta et al., 2008); among the ventral tegmental area, prefrontal cortex, and hippocampus (Fujisawa and Buszaki, 2011); and between the striatum and hippocampus (Tort et al., 2008). Therefore, coordination through coherent phase-amplitude coupling may be a general mechanism to orchestrate local processing on a larger spatiotemporal scale.
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